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Contrast detection in luminance and chromatic noise

Karl R. Gegenfurtner and Daniel C. Kiper
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We measured detection thresholds for a vertically oriented 1.2-cycle-per-degree sine-wave grating embedded in
spatiotemporal broadband noise. Noise and signal were modulated in different directions in color space around
an equal-energy white point. When signal and noise were modulated in the same direction, we observed
a linear relationship between noise spectral density and signal energy at threshold. The slope of this function
was the same whether the modulation was along a luminance axis or a red-green axis. If the signal was on one
axis and the noise was on the other, no masking was observed. These results support the notion of two inde-
pendent and equally efficient mechanisms tuned to these directions. We then measured threshold elevations
for masks with both chromatic and luminance components. When signal and noise were modulated along the
same line (for example, bright red and dark green), thresholds were elevated. When we inverted the phase of
the chromatic component of the noise relative to the luminance component (bright green and dark red), the
masking effect disappeared, even though the amount of noise in the putative luminance and chromatic mecha-
nisms was exactly the same as before. This implies that detection performance is limited by mechanisms sensi-
tive to both luminance and chromatic contrast signals. We characterized these mechanisms by their spectral
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tuning curves.

1. INTRODUCTION

Since Hering,' the idea has been entertained that lumi-
nance and chromatic signals travel along at least partially
different pathways. This idea received support from ana-
tomical and physiological findings, but there is still much
controversy about the extent to which these pathways are
nonoverlapping and independent. In this paper we exam-
ine the issues of independence and overlap between the
two pathways as well as that of the efficiency with which
luminance and chromatic information is treated in the
visual system.

When the physiological and anatomical evidence for two
distinct pathways in the visual system became available 2
it was a natural tendency to test the hypothesis that each
pathway is devoted to one of the two types of signal.>”
The focus on these two parallel pathways originates in the
discovery of the cellular layers of the lateral geniculate
nucleus (LGN) in Old World primates. The four dorsal
layers contain small cells and are called the parvocellu-
lar (P) layers. The two remaining layers are composed of
larger neurons and are called the magnocellular (M) lay-
ers. There is now considerable evidence that the cells
in the P and M layers are driven by different classes of
retinal ganglion cells?>* and that their outputs remain at
least partially segregated at later stages of the visual
pathways.®?

The cells in these two types of layer in the LGN differ
in several of their physiological properties.®® Cells in the
P layers have higher spatial and lower temporal resolu-
tions for luminance variations than those in the M layers.
M cells have considerably higher contrast sensitivity and
gain than the P cells. In addition to these differences in
their responses to purely luminance stimuli, M and P cells
also show important differences in their processing of

0740-3232/92/111880-09%05.00

chromatic information. Most neurons in the P layers are
color opponent, meaning that their responses to stimuli
covering their whole receptive fields are excitatory for a
range of wavelengths and inhibitory for another range of
wavelengths. On the other hand, magnocellular neurons
are typically described as broadband, since the sign of
their responses does not vary for a wide range of wave-
lengths."'*  Note, however, that not all the magnocellular
neurons are broadband, since approximately half of them
show color opponency under certain stimulus conditions.?

Because of the differences between these two classes of
cells in their responses to chromatic stimuli, the P path-
way is often considered to be the color pathway, while the
M pathway is described as the luminance pathway. If lu-
minance and chromatic stimuli are processed in these two
separate pathways, the results of psychophysical experi-
ments using stimuli that preferentially excite one or the
other will reflect the characteristics of that pathway.
Therefore any observed difference between the pathway
characteristics revealed in experiments using equilumi-
nant chromatie stimuli and those revealed by pure lumi-
nance stimuli would support the notion of two separate
pathways. Moreover, if there are two separate pathways,
there should be no interactions between the processing of
luminance and chromatic information.

However, the anatomical and physiological distinction
between luminance and chromatic pathways is challenged
by several well-documented results. First, it is well es-
tablished that the P cells respond to both chromatic and
luminance signals,® thereby providing a possible common
physiological substrate for the processing of these two
types of information. Moreover, the results of Lennie
et al.”® indicate that most cells in the primary visual cor-
tex carry both luminance and chromatic signals. Finally,
several psychophysical experiments® suggest the presence
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of interactions between luminance and chromatic signals.
These results suggest that a double-duty pathway may well
exist that carries both luminance and chromatic signals.

To address these issues, a large variety of recent experi-
ments tried to measure the relative performance of the vi-
sual system for chromatic and luminance stimuli. These
experiments include contrast discrimination,!*'® vernier
acuity,'®*" orientation and spatial-frequency diserimina-
tion,”® texture segregation,' and motion perception.?®
To compare performance between the two systems, one
must equate chromatic and luminance inputs. Experi-
menters often measure contrast-detection thresholds and
use this measure as a basic unit. Thresholds in other
tasks are then specified as multiples of detection thresh-
old. This assumes that the observer’s signal-to-noise ratio
is the same for all stimuli Juminance or chromatic) at de-
tection threshold and at equal multiples of threshold.

Using the above approach, Morgan and Aiba'® and
Krauskopf and Farell’” showed that vernier acuity was
significantly better for luminance stimuli when lines or
blurred lines were used. However, Krauskopf and Farell
also showed that performance of the two systems could be
equated for stimuli without a dc component. They
explained this result by the differences in contrast sensi-
tivity to chromatic and luminance stimuli. The lumi-
nance contrast-sensitivity function is bandpass, while the
chromatic contrast-sensitivity function is low pass.?»??
Therefore thresholds for the detection of chromatic
stimuli containing a dc component will be low relative
to the thresholds for luminance stimuli. However, the
dc component does not contain any positional information
and is therefore irrelevant for the vernier task. When
we scale by detection threshold, performance will be
worse for chromatic stimuli, simply because the chromatic-
detection threshold is lower.

Rather than scaling by detection threshold, one should
instead equate the cone contrasts for chromatic and lumi-
nance stimuli, because this does not make assumptions
about the relationship between detection and the task for
which performance is evaluated. However, some assump-
tions are required if one is to compute a single contrast
measure from the three individual cone contrasts.
Whereas the contrast for a luminance pattern is the same
in the three classes of cones, the situation is different for
chromatic stimuli. The excitation of the long-wavelength-
sensitive (L) cones is approximately twice as large as the
excitation of the middle-wavelength-sensitive (M) cones for
aneutral (white) adapting light. For stimuli to be isolumi-
nant, the sum of M- and L-cone excitation must be con-
stant; therefore any increment in the M cones (6M) must
be offset by an equally large decrement in the L cones
(—8L), and vice versa. Therefore the contrasts in the in-
dividual classes of cones (8M/M and 8L/L) will be different
for lights in the equiluminant plane, unless L = M for the
adapting light, which is generally not the case.

The second question raised in this paper, which concerns
interactions between the two systems, is easier to resolve,
because the problem of comparing both input contrasts
does not arise. The results do vary from task to task.
Using a habituation paradigm, Krauskopf et al**** did not
find any interactions between the chromatic and lumi-
nance systems. On the other hand, Cole et al."® did find
interactions in a color-discrimination experiment. Lumi-
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nance pedestals of up to two times detection threshold
facilitated detection of chromatic tests, and vice versa.
For pedestals above that level, thresholds were constant.
Similarly, Switkes e al.'* reported facilitation effects for a
similar range of pedestal contrasts. In addition, they re-
ported masking of luminance signals by suprathreshold
chromatic pedestals but no masking of chromatic signals
by luminance pedestals.

To address these two questions, we used the combina-
tion of noise masking and ideal-observer-analysis intro-
duced by Pelli.?® This method measures the efficiency of
the visual system for detecting a sine-wave signal in spa-
tiotemporal broadband noise independently of any internal
or external scaling of the input. It is therefore suitable
for avoidance of the comparison problems described above.
By varying the spectral composition of signal and noise in-
dependently, we could test for interactions in the process-
ing of luminance and chromatic stimuli. In addition to
testing in the pure luminance and pure chromatic direc-
tions, we measured performance for stimuli with various
combinations of luminance and chromatic components.

2. METHODS

A. Equipment

We used an Adage 3000 raster display processor to gener-
ate lights on a Tektronix 690SR color monitor. The moni-
tor extended 27.5 cm vertically and 37 cm horizontally.
The display was refreshed at a rate of 120 Hz interlaced.
The experiment was controlled by a computer program
running on the Adage 68000 processor. We used the three
Adage 10-bit color lookup tables to correct for nonlineari-
ties in the voltage versus intensity function. The CIE 1931
(x,y) coordinates of the three monitor phosphors were
measured with a Photo Research PR 703A spectrophoto-
meter and were (0.66,0.32), (0.31,0.59), and (0.15,0.06) for
red, green, and blue, respectively. The phosphor lumi-
nances were measured with a UDT photometer. The
mean luminance of the screen was 37 cd/m? The stimu-
lus patterns were constrained to a 256 X 256 pixel square
in the center of the screen. At the viewing distance of
160 cm this amounted to 5° of visual angle. The stimuli
were surrounded by a white field that extended 10° of vi-
sual angle and whose luminance matched the space-time-
averaged mean luminance of our stimuli. The display
was viewed binocularly through natural pupils in an other-
wise dark room.

B. Subjects

We collected data from four subjects. Observer KG (one of
the authors) ran all the experiments. Data from observers
AB, LS, and DK (the other author) were obtained for some
of the experiments. All the observers had normal color
vision and normal or corrected-to-normal visual acuity.

C. Description of Lights

We use a subspace of the cardinal direction space intro-
duced by Krauskopf et al.?® to describe our stimuli.
Figure 1 shows a schematic diagram of the space. It is a
linear transformation of the space of photoreceptor quan-
tum catches. At the origin is an equal-energy white point
with CIE (x, y) values of (0.32,0.33). The space is defined
by two axes that go through the white point. The chro-
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Fig. 1. Spectral and spatial properties of our stimuli. We spec-
ify the color of the stimuli by using the color space in the upper
right-hand corner. At its origin is an equal-energy white. The
luminance axis stretches from black (B) to white (W). The chro-
matic axis has red (R) and green (G) at its end points. The
signal was a sine wave modulated symmetrically around the
white point. It was also multiplied by a Gaussian function
of space and time. The noise pixels were chosen from a uni-
form distribution of colors along a line symmetric around the
white point.

matic axis goes from a red of (0.41,0.29) to a green of
(0.23,0.38). Along that axis the excitations of the L and
M cones (computed according to Smith and Pokorny?®) are
varied in such a way that their sum remains constant.
Only their relative excitations change. For changes along
the other axis, the luminance of the lights is varied. To
increase the luminance, we add white; to decrease it, we
subtract white. The scaling of both axes relative to each
other is arbitrary. It is important to note that the results
presented in Section 3 below do not depend in any way on
the choice of scale factor.

D. Stimuli

On every trial the stimulus appeared in the middle of the
screen. It consisted of a signal and a noise component.
We added signal and noise by interleaving alternate frames
on the monitor, thus reducing the effective refresh rate to
60 Hz. The spatial, temporal, and chromatic properties
of signal and noise could be varied independently. The
schematic diagram in Fig. 1 illustrates the spatial proper-
ties of the stimuli.

The signal was a three-dimensional Gabor patch. It
consisted of a vertically oriented sine wave that was
modulated between two colors D* and D~ chosen to lie
symmetrically around the origin (white point) of the
color space. The sine wave was vignetted by a three-
dimensional Gaussian. The signal S is defined by

K. R. Gegenfurtner and D. C. Kiper

S(x,5t) = G(i>G(l>G<—t—>Cs sin(w,x)D™, @
Ty gy o,

where G(z) is the one-dimensional Gaussian probability-
density function

G(z) = (2m)""2 exp(—2%/2) 2)

and Cs specifies the contrast of the signal. For luminance
signals, D" was a white color at twice the luminance of the
white point, and the resulting contrast measure is equiva-
lent to the Michelson contrast. For targets modulated
along the chromatic axis only, D* was arbitrarily chosen
to be the largest excursion in the red direction that we
could produce on our monitor. Because of the frame in-
terleave we could produce contrasts only between 0 and
0.5. The energy (i.e., variance) of S is proportional to the
square of the contrast Cg.

We used a value of 1.2 cycles per degree (cpd) for w, in
all the experiments. Several control experiments run at
other spatial frequencies indicated no significant influ-
ence of spatial frequency over a range of frequencies from
1to4 cpd. The space constants o, and o, of the Gaussian
were both set to 0.8° visual angle, and the time constant o,
was 170 ms.

The noise was three-dimensional spatiotemporal broad-
band noise. The color of the noise pixels was drawn from
a uniform distribution along a line in color space. The
end points of the line, Cy D" and Cy D™, were chosen to be
symmetric around the white point. Cy specifies the
maximum noise contrast. In addition, the noise pixels
were scaled so that the average color, computed for each
noise frame and over the whole field, was equal to the
white adapting field presented between stimulus presen-
tations. The noise spectrum was flat up to a spatial fre-
quency of 12 cpd and a temporal frequency of 15 Hz.
Because the noise intensities followed a uniform distribu-
tion, the noise energy was proportional to the square of
the contrast (o2 = ¥Cx? for a uniform distribution).

E. Procedure

Each trial consisted of two intervals marked by a tone.
In one of the intervals, randomly chosen, only the noise
pattern was presented. The other interval contained the
sum of the signal and noise patterns. The observer’s task
was to indicate which interval contained the signal. Au-
dible feedback was given to indicate incorrect responses.
For each noise level we first measured a preliminary
threshold, using a binary search procedure. These pre-
liminary thresholds were used as the starting values for
two interleaved staircases. Staircases for the different
noise levels were also interleaved. An incorrect response
led to an increase of the signal contrast on the next trial,
and a series of three correct responses led to a decrease.
The staircase thus converged to a level where the probabil-
ity of a correct response was 0.79. After six reversals
were reached for each staircase, the mean of the turning
points was used as a threshold estimate,

3. RESULTS

A. Signal and Noise on the Same Axis
When both signal and noise vary on the luminance axis, a
linear relationship between signal energy at threshold and
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Fig. 2. Signal contrast at threshold plotted as a function of noise
contrast on log axes. Signal and noise vary on the same line in
color space. The circles are for chromatic signal and noise, and
the squares are for luminance signal and noise. The solid curves
show the best-fitting curve [Eq. (4)] for luminance signal and
noise, and the dashed curves show the same for chromatic signal
and noise. The parameters are given in Table 1.

noise energy is observed. This relationship was described
in detail by Pelli*® and Legge et al.?” The square symbols
in Fig. 2 show the data. If we denote signal energy at
threshold by E; and noise energy by N, then

E. = Eju. + kN, 3)

where E;,. is the signal energy necessary for detection
when no noise is added externally. We assume that the
noise internal to the visual system (often referred to as
intrinsic noise) limits performance in this case. Taking
logs on both sides results in

log(E;) = log(Ein: + EN). 4

When the external noise is small relative to the intrinsic
noise, the second term on the right-hand side of Eq. (4)
becomes negligible, and threshold is constant. This is de-
scribed by the horizontal parts of the curves in Fig. 2. As
the external noise becomes larger, the second term of
Eq. (4) dominates E,:

log(E,) = log(k) + log(N). 5)

We observe a diagonal line of slope 1 and intercept log(k).
At the point where the two lines intersect, the internal
noise and the external noise have the same effect on
threshold. The threshold at that point is therefore twice
the threshold with the internal noise alone. The amount
of external noise necessary to achieve this is called
equivalent noise (N.q), because it is equivalent to the noise
internal to the system.

It is not surprising that thresholds in our task increase
when we increase the amplitude of the noise. The task
becomes harder. Ideal-observer analysis is a way to spec-
ify how much of a given change in threshold can be at-
tributed to the change in the difficulty of the task. An

Vol. 9, No. 11/November 1992/J. Opt. Soc. Am. A 1883

observer is defined to be ideal if its decision is based on
the ratio of the likelihood of the stimulus given signal and
noise to the likelihood of the stimulus given noise alone, or
on a monotone function of this likelihood ratio. Green
and Swets® computed the ideal observer for the detection
of a sine-wave signal with known amplitude and phase in
broadband noise. They showed that performance d' for a
cross correlator at a certain criterion for detectability is
given by

d = (E,/N)", 6)

the signal-to-noise ratio of the input. Because N,, = 0 for
the ideal observer, it follows that the constant & in Eq. (4)
is equal to d’>. We can now define the sampling efficiency
J for a human observer as the ratio of the ideal observer’s
level of performance at a certain signal-to-noise ratio to
the human observer’s, which is given by & from Eq. (4):

J =d%k. (7

We were not concerned with the absolute level of perfor-
mance and therefore did not compute J. Our goal was to
compare the efficiency for processing luminance and chro-
matic stimuli. Because signal and noise were the same
except for a change in direction in color space, d’? for the
ideal observer was the same for both kinds of stimulus.
Therefore we could directly compare values of & for the dif-
ferent stimuli without computing d’ for the ideal observer.

The circles in Fig. 2 show results for signal and noise
varying along the chromatic axis. We observed a curve
similar to the luminance data, illustrating the linearity of
the relationship between signal energy at threshold and
noise energy. As we mentioned in Subsection 2.C above,
the scaling of the chromatic contrast is arbitrary. It is
important to note that, because the efficiency parameter
is a unitless quantity, this scaling factor does not have any
effect on the lateral position of the diagonal line. This
permitted us to compare the data for the two conditions
directly. Even though the absolute thresholds cannot be
compared, Fig. 2 shows that the limiting performance for
large noise contrasts was the same.

The solid and dashed curves in Fig. 2 show the best fit
of the linear model given in Eq. (3). Because the vari-
ances at each point were approximately equal on a loga-
rithmic scale, we fitted Eq. (4) directly to the data, rather
than the simpler linear regression of Eq. (3). Table 1
summarizes the parameter estimates. C, estimates the
contrast threshold in the absence of noise. It is propor-
tional to the square root of the observer’s intrinsic noise
E;.. For subject KG the efficiency was equal for lumi-
nance and chromatic stimuli. For the other subjects there

Table 1. Best-Fitting Parameters from Eq. (3)*

Luminance Chromatic
Observer C, k C, k
AB 0.012 0.083 0.023 0.098
DK 0.014 0.113 0.037 0.147
KG 0.013 0.216 0.021 0.212
LS 0.013 0.143 0.024 0.203

“C, gives the estimate of the observer’s contrast threshold, which is pro-
portional to the square root of the observer’s intrinsic noise Eiy,. £ is
inversely proportional to the efficiency of the observer.
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Fig. 3. (a) Thresholds for detecting a luminance signal in chro-
matic noise (circles) or luminance noise (squares). (b) Thresh-
olds for detecting a chromatic signal in chromatic noise (circles)
or luminance noise (squares).

was an advantage of luminance over chromatic stimuli,
but this difference was small.

We therefore conclude from our data that the visual sys-
tem is equally efficient in detecting chromatic and lumi-
nance signals in these experiments.

B. Interactions between Luminance and Chromatic
Mechanisms

The directions in color space that we chose for the above
experiments were motivated by the habituation experi-
ments of Krauskopf et al.?® They measured detection
thresholds for temporal modulations of a uniform 2° field
after exposure to a sinusoidal temporal modulation of the
field. The habituation color and the signal color were
chosen independently to be on either the luminance axis or
one of the two chromatic axes of cardinal direction space.
Habituation along one axis did not change the thresholds
for stimuli along the other axes, whereas it elevated
thresholds for stimuli along the same axis. Little selec-
tive habituation was found for intermediate directions in
color space. For example, thresholds for luminance stim-
uli depended mostly on the luminance component of the
habituation stimulus and were independent of the chro-
matic component. Their results strongly support the idea
that detection is mediated by three independent mecha-
nisms, each tuned to one of the cardinal directions.

In order to examine whether the cardinal directions
show independence in our paradigm, we selected signal
and noise to be in different cardinal directions. The
circles in Fig. 3(a) show the results for a luminance signal
and chromatic noise. The thresholds remained constant
for all the noise contrasts. For comparison the effects of
luminance noise on the detection of the luminance signal
are shown by the squares. These are the same data as
those in Fig. 2. The squares in Fig. 3(b) show thresholds
for the detection of a chromatic signal at different levels
of luminance noise. Again there is little elevation of
threshold with an increase in noise energy. The leftmost
data pair of each graph was measured in the absence of
noise. Because the physical stimuli were identical,
thresholds should be the same in both cases. Any differ-
ence between them is the result of day-to-day variation in
threshold. This result confirms the results of Krauskopf

K. R. Gegenfurtner and D. C. Kiper

et al.”® and is consistent with the notion that mechanisms
in the cardinal directions are independent.

C. Intermediate Directions

While the above results are consistent with the notion of
independent mechanisms tuned to the cardinal directions
of color space, they do not permit us to determine whether
there exist additional mechanisms tuned to other direc-
tions. Our next experiment was designed to test this hy-
pothesis. We used stimuli that contain both luminance
and chromatic information, such as a signal made of bright
red and dark green stripes and a noise made of bright red
and dark green dots. These stimuli simultaneously excite
the luminance and chromatic mechanisms. The square
symbols in Fig. 4 show the results for signal and noise
made of bright red and dark green elements. The mask-
ing function is similar to those shown in Fig. 2 above:
noise of sufficient energy increased the detection thresh-
olds for the signal.

The diagram in Fig. 5(a) shows that this is what the
two-mechanism hypothesis would predict. Both the chro-
matic and the luminance channels are excited by the sig-
nal and the noise. Thus the mechanisms that mediate the
detection of the signal in this case, whether it be the lumi-
nance, the chromatic, or a combination of the two mecha-

1 ® same
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Fig. 4. Thresholds for detecting a signal consisting of bright red
and dark green components. The mask had either bright red and
dark green components (squares) or bright green and dark red
components (circles).
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Fig. 5. (a) Signal and noise vary along the same line in color
space. The noise in the assumed luminance and chromatic
mechanisms is also identical. (b) Signal and noise are on differ-
ent diagonals. The amount of noise in the assumed luminance
and chromatic mechanisms is still the same.
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nisms, will also be affected by the noise and show elevated
thresholds for high noise contrasts.

Figure 5(b) shows another stimulus that would excite
these two mechanisms in exactly the same way. If the
signal is left unchanged (bright red and dark green stripes)
and the noise is made of bright green and dark red dots,
the noise energy for both luminance and chromatic mecha-
nisms is the same as that above [Fig. 5(b)]. The outputs
of the putative luminance and chromatic mechanisms are
not affected by the change in the polarity of the noise.
Therefore, if these are the only mechanisms present, we
should observe the same masking effect in the two stimu-
lus conditions outlined in Fig. 5. If there exist other
mechanisms, we predict a different result: when signal
and noise lie in different directions, mechanisms tuned to
the direction of the signal will be able to mediate detec-
tion but will be less or even not at all affected by the noise.
In that case we should observe a decrease or a total disap-
pearance of the masking.

The results are indicated by the circles in Fig. 4. There
was no masking for the condition in which signal and
noise were in different directions. The bright green and
dark red dots did not mask the bright red and dark green
stripes. A performance difference under these conditions
cannot be accounted for by the luminance and chromatic
mechanisms alone. We found the same results when
the polarity of signal and noise was reversed. Therefore
we conclude that more than the luminance and chro-
matic red-green mechanisms are involved in this detec-
tion task.

While our first two experiments confirmed the existence
of two independent mechanisms tuned to the cardinal di-
rections described by Krauskopf et al.,”® this last result
demonstrates that performance in this task not only is
limited by the putative luminance and chromatic mecha-
nisms but involves mechanisms that combine luminance
and chromatic information.

D. Chromatic Tuning Curves

Our next step was to characterize the sensitivity of the
mechanisms revealed in the above experiments to stimuli
in different directions of color space. In those experi-
ments we observed that thresholds for detecting lumi-
nance signals increased when we added noise in the
luminance direction. The mechanism underlying detec-
tion in that case is therefore highly sensitive to luminance
stimuli. On the other hand, noise varying along the
purely chromatic direction hardly affected its threshold.
Therefore the detecting mechanism is not especially sensi-
tive to chromatic noise. We can now generalize this pro-
cedure and use noise in several directions of color space to
measure the sensitivity of a mechanism in these direc-
tions. If we repeat these measurements for a given signal
and a variety of different noise directions, we can specify
the chromatic tuning curve for any mechanism. This will
give us an idea of how many mechanisms there are, how
narrowly or widely tuned they are, and whether there are
interactions between different mechanisms.

In each experimental session the direction of the signal
was held constant and different noise directions were in-
terleaved in separate staircases. Once again we measured
the signal contrast necessary to make the signal just de-
tectable in the noise. The noise vectors were chosen to be
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of equal length according to a scaling determined by the
detection thresholds for the signal in the absence of noise.
Note, however, that this arbitrarily chosen scaling does not
affect the tuning curves as long as the noise vectors are of
equal length in the chosen space. For example, for subject
KG the thresholds for detecting the luminance signal were
approximately 75% as high as the thresholds for detecting
the chromatic signal. Therefore the contrast was set at
98% for the luminance noise and at 38% for the chromatic
noise, reflecting the same ratio. This led to a threshold
elevation by a factor of approximately 8 in both directions.

Figure 6(a) shows the results for the signal in the lumi-
nance direction. The thick, straight lines illustrate the
signal used in this particular experiment. The filled
circles indicate the measured thresholds. The angle that
each data point forms with the abscissa represents the di-
rection of the noise vector in color space. The distance
from the origin indicates the signal contrast necessary to
make the signal just visible in the noise. Because both
signal and noise were symmetric modulations around the
white point, each data point is shown twice in the graph,
reflected around the origin. To facilitate comparisons
among the graphs, we scaled them so that the maximum
threshold was of unit value. The small circle in the
middle of each graph represents the detection threshold
for the signal in the absence of noise. Thresholds for
noise orthogonal to the signal are close to the unmasked
thresholds, confirming our result above that chromatic
noise does not mask luminance signals.

Figure 6 shows the results for different signals. In all
the graphs the largest masking is for a noise in a direction
close to the signal. In general, we would expect the mask-
ing to be largest in the direction to which the mechanism
responsible for detection is most sensitive. This direction
is not necessarily the direction arbitrarily chosen by us as
our signal. We performed experiments using signals other
than the ones shown in Fig. 6, for example, bright green
and dark red stripes. The tuning curves were similar to
the ones shown in Fig. 6, in that the tuning appeared nar-
row and the masking was largest in a direction close to the
signal. This suggests that there may be more than the
three mechanisms revealed in Fig. 6.

If the mechanism responses were strictly proportional
to the stimulus energy, they should vary in proportion to
the cosine of the angle between the noise vector and the
direction to which the mechanism is tuned. Thus, as long
as we chose our noise vectors to be of equal length in a
given space, the threshold elevation should be proportional
to that cosine. The curves in Fig. 6 show the predictions.
Note that, because these graphs plot signal contrast
as opposed to signal energy, the cosine-rule predictions do
not appear as circles. All the data points fell within the
predicted curves. This means that the threshold eleva-
tions were smaller than expected. Since we know from
our experiments above that the mechanisms are linear
with respect to noise energy, it is likely that these results
are due to interactions between neighboring mecha-
nisms rather than to nonlinearities in the individual
mechanisms.

To summarize, there seems to be a multitude of mecha-
nisms tuned to different directions in color space. Their
tuning is narrower than expected from a model based on
independent linear mechanisms. Because we have already
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Fig. 6. Tuning curves for different directions in color space. The signal is indicated by the thick, straight lines. The distance of each
dot from the origin represents the threshold for detecting the signal, where we use a noise along a line in the direction of the dot. The
small circles in the middle indicate the unmasked threshold. The thin curves give the predictions of the cosine rule. (a) Signal in the
luminance direction. (b) Signal with bright red and dark green components. (c) Signal in the isoluminant plane.

established the linearity of the individual mechanisms, we
conclude that there must be interactions between the
mechanisms.

E. Contrast Discrimination

Switkes et al.'* carried out experiments on contrast dis-
crimination with chromatic and luminance stimuli. They
used a sine-wave pattern to mask a sine-wave signal.
Stimuli were modulated along a yellow—black luminance
axis and a red-green chromatic axis. They found that
suprathreshold luminance masks increased thresholds for
detecting luminance signals. In the same way chromatic
masks increased thresholds for detecting chromatic sig-
nals. Once contrasts were normalized by the unmasked
(detection) thresholds, the two masking curves fell one on
top of the other. Luminance masks did not increase
thresholds for detecting a chromatic signal. However,
chromatic masks of sufficiently high contrast (above 16%)
lead to a threshold elevation for detecting the luminance
signal. Switkes et al." interpret their results with a two-
channel model with various interactions between the lu-
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Fig. 7. Results for sinusoidal stimuli. (a) Thresholds for detect-
ing a chromatic sine wave masked by a luminance sine wave of
varying contrast. (b) Reversed case of detecting a luminance
grating masked by a chromatic grating.

minance and chromatic channels. We replicated their ex-
periments and extended them to intermediate directions
in color space to see whether discrimination in that case
can indeed be described by only two independent mecha-
nisms.

As in our main experiments, we used a 1.2-cpd sine wave
as the signal. The mask had the same spatiotemporal
properties as the signal but was 90° out of phase.? The
observer had to judge which interval contained the sum of
signal and mask. Figure 7 shows the results for one of
our observers. As in Ref. 14, a luminance mask did not
raise the threshold for detecting a chromatic signal,
whereas the chromatic mask did elevate thresholds for de-
tecting luminance signals.

In addition, we performed the same experiment for
signal and mask each containing both chromatic and lumi-
nance information. The mask contrasts in the intermedi-
ate directions were the same as those in the tuning curve
experiments described in Subsection 3.D (for observer KG
a mask of 38% chromatic contrast and 28% luminance
contrast was used). Table 2 gives the threshold elevations
for different combinations of signal and mask. We ob-
served the same basic finding as with the random noise
masks: there was a substantially higher elevation of
threshold when signal and mask were on the same diago-
nal. This indicates that indeed more than two mecha-
nisms are necessary in this contrast-discrimination task.

F  Spatial Properties

The above experiments lead us to conclude that perfor-
mance in these tasks was mediated by a set of linear
mechanisms tuned to a variety of directions in color space.
Moreover, the narrow tuning of these mechanisms sug-
gests that they are not independent. These conclusions
are different from those of Krauskopf et al.,” who pro-
posed the existence of two independent linear mecha-
nisms. A possible explanation for this discrepancy is that
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our stimuli had different spatial characteristics from those
used in the study of Krauskopf et al. While we used a
signal whose chromaticity was spatially modulated,
Krauskopf et al. used stimuli of uniform chromaticity.
We therefore ran a new series of experiments, using stim-
uli similar to those that they used. These experiments
are also similar to those reported by D’Zmura,” who per-
formed masking experiments with isoluminant stimuli.

In these new experiments the signal was a square sub-
tending 2° of visual angle whose color was varied by a
Gaussian in time along a vector originating at the white
point. For example, if the signal direction were chosen
along the chromatic axis in the red direction, the square’s
would be white, become progressively more red until it
reached its peak contrast, and then progressively return
to white. At any given time the square was of a uniform
chromaticity.

The signal was superimposed upon the center of a
square twice its horizontal and vertical extent whose color
was also spatially uniform but randomly modulated in
time along a vector originating at the white point.”* The
observer’s task was to indicate which of the two intervals
contained the sum of signal and mask.

We again used signals and masks containing simulta-
neously luminance and chromatic components. These di-
rections and the mask contrasts were the same as those
described in Subsection 3.E above. We measured the
minimum signal contrast necessary to make it just detect-
able. In one condition, both signal and mask were modu-
lated along the same vector in color space, while in the
other condition the mask direction was 90° away from
the signal’s.

Table 3 shows the results. For a given signal the mask
raised the threshold by the same amount whether it was
in the same direction as that of the signal or in the other.
Threshold elevations in this condition are thus consistent
with the predictions of a model based on the mechanisms
proposed by Krauskopf et al.® Mechanisms tuned to in-
termediate directions do not contribute to performance.
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4. DISCUSSION

Our aim in this paper was to determine whether lumi-
nance and equiluminant chromatic inputs are processed
by one or several channels. In particular, we measured
the efficiency with which the visual system processes
luminance and chromatic information and determined
whether there are interaction effects when both types of
input are presented simultaneously.

The results shown above in Fig. 2 indicate that the effi-
ciency is the same for luminance and chromatic inputs.
Mechanisms tuned only to these two directions, however,
are not sufficient to explain the results obtained with
stimuli in intermediate directions of color space. When we
measured the characteristics of these additional mecha-
nisms, we found that their efficiency was the same as that
observed by us earlier in the luminance and chromatic di-
rections. We also found that they are narrowly tuned in
color space, which we interpret as the result of interactions
between neighboring mechanisms. We did not find
interactions between mechanisms tuned to directions or-
thogonal to each other, for example, the luminance and
chromatic directions.

The question is then at what level in the visual pathway
are these mechanisms located. The fact that we obtained
different results when we changed our stimuli from Gabor
patches to small squares of uniform chromaticity may
shed some light on that issue. While the two types of
stimuli greatly differ in their frequency spectra, because
the square patch contains a dec component as well as
higher spatial frequencies, it is difficult to determine how
these differences could account for the difference in per-
formance. One possibility is that the presence of the dc
component leads these stimuli to be processed at different
stages of the visual system. Support for this view comes
from the report that cells in the LGN usually respond well
to stimuli covering their whole receptive field,'® while
those in the cortex do not (at least in the luminance do-
main'®%), We therefore speculate that the spatially uni-

Table 2. Thresholds for Detecting a Sine-Wave Signal in the Presence of a Sine-Wave Pedestal®

Signal

Signal and Noise in the Same Direction

Signal and Noise in Different Directions

Bright Red, Bright Green, Bright Red, Bright Green,
Observer Dark Green Dark Red Dark Green Dark Red
AB 6.97 7.46 2.05 2.14
DK 9.04 6.44 1.66 1.67
KG 5.96 5.71 3.3 3.12

“Phresholds are given as multiples of the unmasked thresholds for the same signal.

Table 3. Thresholds for the Detection of a Uniform 2° Field in the Presence of a 4° Flickering Noise field*

Signal

Signal and Noise in the Same Direction

Signal and Noise in Different Directions

Observer Bright Red Bright Green Bright Red Bright Green
AB 1.96 1.5 2.19 1.68
DK 2.80 2.42 2.64 3.03
KG 2.30 2.32 2.53 2.29

aThresholds are given as multiples of the unmasked thresholds.
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form 2° square was a more effective stimulus for LGN
than for cortical cells.*

If tasks using Gabor patches indeed tap a different stage
of processing than those using more uniform targets, then
it is not surprising that our results lead to conclusions dif-
ferent from the habituation results of Krauskopf et al.2*
It would be quite interesting to see whether the habitua-
tion results of Krauskopf et al. change with the use of
sine-wave gratings as stimuli.

Switkes et al." found that suprathreshold chromatic
pedestals had a strong masking effect on luminance test
stimuli, whereas luminance masks even of high contrast
levels did not significantly increase thresholds for the de-
tection of a chromatic target. This was confirmed by our
replication of their results. However, our data using ran-
dom noise masks did not show any sign of masking under
either condition. This is most likely because our random
noise masks had their energy spread evenly across the
spectrum and therefore had only a limited amount of en-
ergy in the spatial-frequency band of the channel mediat-
ing detection. The sine-wave masks used by Switkes
et al. had all their energy concentrated at the frequency of
the detecting channel. It is therefore likely that higher
levels of noise energy would have increased thresholds in
our experiments as well.

In conclusion, our results show that it is incorrect to
assume that psychophysical performance is always deter-
mined by the activity of just a luminance and a chromatic
mechanism. We demonstrated the existence of additional
mechanisms that determine performance in the detection
task that we used. The possible involvement of these
mechanisms must be considered when one interprets the
results of other visual tasks.
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