
model of a SN Ia explosion is incomplete.
The most natural solution to this problem that
would make the results consistent with obser-
vations would be to assume that the turbulent
flame triggers a detonation. A thermonuclear
detonation wave could propagate through the
WD with velocities �109 cm/s (49, 50) and
would quickly burn all the material near the
center, leaving only the low-density outer
layers unburned. For a density below 5 � 107

g/cm3, a detonation would produce interme-
diate-mass elements (25) that are observed in
spectra of SNe Ia. A detonation would also
partially smooth out composition inhomoge-
neities that are predicted by the deflagration
model and that may be incompatible with
observations (51). Remaining asymmetries
may account for a weak polarization recently
detected in SN Ia spectra (52, 53).

One-dimensional (25, 28–32) and 2D (26,
27) delayed-detonation models were the most
successful in explaining observable charac-
teristics of SNe Ia. These models, however,
use the time for detonation initiation as a free
parameter because the DDT problem is in-
trinsically 3D and still unsolved. A large-
scale 3D model also cannot reproduce DDT
phenomena that involve physical processes
occurring on small unresolved scales. One
approach to solving this problem is to study
in much more detail the types of reacting
flows created by 3D deflagrations and to look
for situations that create the right types of
“hot spots” that we know (54) are the sources
of detonation initiation.
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Neuronal Activity in the Lateral
Intraparietal Area and Spatial

Attention
James W. Bisley* and Michael E. Goldberg

Although the parietal cortex has been implicated in the neural processes un-
derlying visual attention, the nature of its contribution is not well understood.
We tracked attention in the monkey and correlated the activity of neurons in
the lateral intraparietal area (LIP) with the monkey’s attentional performance.
The ensemble activity in LIP across the entire visual field describes the spatial
and temporal dynamics of a monkey’s attention. Activity subtending a single
location in the visual field describes the attentional priority at that area but does
not predict that the monkey will actually attend to or make an eye movement
to that location.

Visual attention, the ability to select a portion
of the visual world for further processing, is
necessary for the perception of the world

around us (1). A number of studies have
suggested that the lateral intraparietal area
(LIP) of the posterior parietal cortex is in-
volved in the generation of visual attention
(2–6), on the basis of the well-established
phenomenon of attentional enhancement of
visual responses: A stimulus that is behavior-
ally important usually evokes an enhanced
response relative to when that stimulus is
unimportant. The enhanced response has tra-
ditionally been interpreted as reflecting atten-
tion to the stimulus itself, but some excep-
tions bring this interpretation into question.
For example, in a cued visual reaction time
task, the parietal response to a validly cued
stimulus is often less than that to an invalidly
cued stimulus (3, 7). Furthermore, the prob-
ability of perceiving a stimulus at threshold
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depends not on the properties of the stimulus
itself but rather on the subject’s visual atten-
tion when the stimulus appears (8, 9). To
understand the relation of parietal activity to
attention, we correlated the responses of neu-
rons in LIP of monkeys with performance
on a new task designed to measure both

the spatial and temporal aspects of attention.
Measuring attention in the monkey.

Three methods have been used to describe the
locus of attention: a post hoc method (10); a
reaction time method (11–13); and a contrast
sensitivity method, which defines the spatial
locus of attention as that area of the visual

field with enhanced visual sensitivity (14–
18). We used the latter because it allowed us
to examine how attention changed over time
and under different visual conditions (19).

Our task (fig. S1) had two components: the
monkeys had to plan a saccade (rapid eye
movement) to a remembered location and later
had to decide whether to make the movement
on the basis of a GO/NOGO stimulus (the
probe). We varied the contrast of the probe and
used each monkey’s response to determine its
contrast threshold. An animal’s performance
was better when the probe appeared at the
location where the target had appeared (the
saccade goal) than when it appeared elsewhere
(Fig. 1A). This improved performance at the
saccade goal was significant throughout the
task [P � 0.05 by paired t test (Fig. 1B)]. We
suggest that this lowering of the threshold is an
index of the attention allocated to the goal of the
planned saccade (17, 18, 20, 21), and that the
higher thresholds for the probe at other loca-
tions (22) represent the monkey’s performance
at loci to which attention has not been allocated
a priori. We believe this difference is due to a
true enhancement in sensitivity at the saccade
goal and not to an increase in task difficulty
caused by the spatial separation of the saccade
target and the probe. The latter would have
caused an upward rather than the observed left-
ward shift in the psychometric function (23).

A flashed object (8, 9, 24, 25) or a pop-out
stimulus (26) can attract attention, so we
introduced a flashed, task-irrelevant distrac-
tor during the delay. The distractor was
flashed on half of the trials and was presented
either at the saccade goal or opposite the
saccade goal (fig. S1B). The distractor was
identical to the target in size, brightness, and
duration, but appeared 500 ms after the tar-
get. When the distractor appeared in the op-
posite location to the target and the probe
appeared 200 ms later, the perceptual thresh-
old went down to the attentionally advan-
taged level at the site of the distractor (Fig. 1,
C and D, red points) and rose to the baseline
level at the saccade goal (Fig. 1, C and D,
blue points). However, 700 ms after the dis-
tractor had appeared, performance was once
again enhanced at the saccade goal and not at
the distractor location, as was the case 1200
ms after the distractor appeared in monkey I,
with a trend toward that result in monkey B.
Thus, as in humans, a monkey’s attention is
involuntarily drawn to a flashed distractor.
This occurs even when the animal is planning
a saccade elsewhere, but the attentional effect
of the distractor lasts for less than 700 ms, by
which time attention has returned to the sac-
cade goal. An important feature is the consis-
tency of the attended performance. We found
that whenever attention is placed at a loca-
tion, whether driven there by the upcoming
saccade (endogenous attention) or by the
flashed distractor (exogenous attention), the

 
  

 

 
 

 
 

 
 

Fig. 1. Behavioral performance and neuronal
activity from the task. (A) Psychometric func-
tions from monkey I from trials with a target/
probe stimulus onset asynchrony (SOA) of 1300
ms. Data are pooled results from 22 sessions
(approximately 800 trials per point). The per-
formance from the two conditions was signifi-
cantly different on the slopes of the functions
(P � 0.01, �-squared test at each contrast). The
solid lines were fitted to the data with a Weibull
function, weighted by the number of trials at
each point. The dotted lines illustrate the per-
ceptual thresholds (the intersection of the
Weibull functions with the 75% correct line) for
the two functions. (B) Normalized contrast
thresholds for the three SOAs from the two

monkeys when the probe was at the location of the saccade goal. Data for each delay were
normalized by the performance at that delay when the probe was not at the saccade goal
(illustrated by the dashed line). Points significantly beneath the dashed line show attentional
enhancement, and all points were significantly beneath the line (paired t test on prenormalized
data). (C and D) Normalized contrast thresholds from trials in which the distractor appeared away
from the saccade goal. Points significantly beneath the dashed line show attentional enhancement
(asterisk indicates P � 0.05, paired t test on prenormalized data). (E to H) Responses of LIP neurons
to the target appearing in the receptive field and the distractor appearing outside of the receptive field
(blue traces) and to the distractor appearing in the receptive field after the target had appeared outside
of the receptive field (red traces). Trace thickness represents the SEM, and the solid blue and red bars
show the time and duration of the target and distractor, respectively. (E and F) Raster plots spike density
functions from a single cell in LIP were recorded while themonkey was performing the task on threshold.
(G) Averaged normalized spike density functions from 18 cells frommonkey B. (H) Averaged normalized
spike density functions from 23 cells from monkey I.
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attentional advantage produced a similar ben-
efit in performance.
Neuronal responses in LIP during the

task. We hypothesized that activity in LIP
would correlate with the placement of atten-
tion. We recorded the activity of 41 neurons
in LIP with peripheral receptive fields in two
hemispheres of the two monkeys from whom
we gathered the psychophysical data. The
neurons all had at least visual activity or both
visual and memory activity. Figure 1, E and
F, shows the response of a single neuron
during the trials in which the target appeared
in the receptive field of the neuron while the
distractor flashed elsewhere (blue trace) and
during the trials in which the distractor was
presented in the receptive field and the target
elsewhere (red trace). There was no differ-
ence between the responses for the saccade
plan and the distractor measured at threshold
or suprathreshold probe contrasts (supporting
online text).

We normalized the responses of all the neu-
rons by the mean value of all the points from
each trial type for each cell and then calculated
the average normalized activity for each animal
(Fig. 1, G and H). These data represent a pop-
ulation response to two different events: (i) the
appearance of the target and the subsequent
generation of the memory-guided saccade, and
(ii) the appearance of the distractor. Although
we recorded the response of each of the neurons
to those two events, one could as easily reinter-
pret the activity as that simultaneously seen in
two different populations of neurons, one with
receptive fields at the saccade goal and the
other with receptive fields at the distractor site.

A comparison of the monkeys’ performance
(Fig. 2, A and B, triangles) with activity in LIP
(Fig. 2, A and B, lower plots) reveals a consis-
tent relation between activity in LIP and the
region of enhanced sensitivity. At any given
time throughout the trial, the attentionally ad-
vantaged part of the visual field was that which
lay in the receptive fields of LIP population
with the highest discharge. There was no direct
relationship between the absolute amount of
activity at a given site in LIP and the attentional
advantage. The attentional advantage appeared
to be binary, whereas the activity in LIP was
graded.

The appearance of the distractor outside of
the receptive field had no significant effect on
the delay period activity across the sample as a
whole and in all but four cells (fig. S2A). As
activity in the distractor population began to
wane, there was a small but significant increase
in the discharge rate of the target population
(fig. S2B). Soon after, the level of activity
evoked by the flashed distractor crossed the
level of activity in the target population. For
each monkey, there was a window of 80 to 90
ms (its time of equal activity or window of
ambiguity) in which there was no significant
difference between the activity evoked by the

distractor and the activity related to the saccade
plan (P � 0.05 by Wilcoxon signed-rank test,
gray columns in Fig. 2, A and B).

After we determined the time of this win-

dow of ambiguity, we went back and mea-
sured the contrast thresholds at the saccade
goal and at the distractor site at three different
times for each monkey: its time of equal

 
 

 
 

 
 

 

Fig. 2. Comparison of LIP response and monkey behavior. (A and B) Top: Behavioral performance
of the monkeys when the probe was placed in the target (blue) or distractor (red) location in trials
in which the target and distractor were in opposite locations. Triangles represent data shown in Fig.
1, C and D; circles represent data from psychophysical experiments performed after the single-unit
data in Fig. 1, E to H, were recorded. Bottom: Black traces show the P values from Wilcoxon paired
signed-rank tests performed on the activity of all the neurons for a monkey over a 100-ms bin,
measured every 5 ms. Red and blue traces are taken from Fig. 1, G and H. The vertical gray column
signifies the period when there is no statistical difference between the activity in both populations.
In each monkey, there was no psychophysical attentional advantage when there was no significant
difference in the neuronal response. (C to E) A comparison of the activity when the distractor, but
not the target, was in the receptive field (RF) with the activity when the target, but not the
distractor, was in the receptive field, from one monkey. These plots represent three of the time
periods measured to make the black trace in (A). Solid circles represent cells with significant
differences in response (t test, P � 0.05). Sp/s, spikes per second. (C) Mean activity 150 to 250 ms
after the onset of the distractor for monkey B. (D) Mean activity during a 100-ms epoch centered
at the point of equal activity for monkey B (455 ms after the onset of the distractor). (E) Mean
activity 600 to 700 ms after the onset of the distractor for monkey B.

 
 

Fig. 3. Comparison of
activity in correct and
incorrect trials 100 ms
before the appearance
of the probe, plotted
separately for probe
location. (A) Trials in
which the target, but
not the distractor, ap-
peared in the recep-
tive field. (B) Trials in
which the distractor,
but not the target, ap-
peared in the recep-
tive field. Data are shown only for neurons that had errors in both stimulus configurations.
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activity and 500 ms later (455 and 955 ms for
monkey B and 340 and 840 ms for monkey I)
and the other monkey’s time of equal activity
(Fig. 2, A and B, circles). At the time of equal
activity, there was no spatial region of en-
hanced sensitivity in either monkey, but with-
in 500 ms attention had shifted back to the

site of the target in both monkeys, with nor-
malized thresholds similar to those seen in
the earlier experiment. Furthermore, each
monkey had the appropriate attentional and
neuronal advantages at the other monkey’s
time of neuronal ambiguity.

Although at times there is only a small dif-

ference in the normalized activity of neurons
representing the attentionally advantaged and
unadvantaged spatial locations, this difference is
extraordinarily robust across the population
(Fig. 2, C to E). We included all classes of
neurons that we encountered, because the major
outputs from LIP are produced by all the classes
of neurons found in LIP (27, 28), and we have
separately illustrated those with (solid cir-
cles) and without (open circles) statistically
significant differences in their responses
(P � 0.05 by t test). Generally, those neu-
rons without significant differences in late-
delay activity (Fig. 2E) were those that had
no activity during the delay period of the
memory-guided saccade task.

There was also a relation between the
performance of an animal and activity in its
LIP during the 100 ms before the probe ap-
peared in correct and incorrect trials for the
two stimulus configurations (Fig. 3). The ac-
tivity evoked by the saccade plan was lower
on error trials than on correct trials, but the
activity evoked by the distractor was higher
on error trials than on correct trials. This
activity did not vary with probe location.
Neuronal responses to the probe. Many

previous studies have suggested that an en-
hanced parietal response to an object reflects
attention to that object (2, 29, 30). We found
instead that the responses evoked by the
probe itself did not correlate with our mea-
sure of attention. When the probe was in the
receptive field, the initial on-responses were
identical whether the cue dictated GO to the
receptive field, GO elsewhere, or NOGO
(Fig. 4, A and B). After 100 ms, these re-
sponses diverged. When the probe signaled
GO elsewhere, the response fell rapidly (blue
trace). When the probe signaled GO to the
receptive field, the response fell more slowly
and returned to the pre-probe delay-period
level (green trace). When the probe signaled
NOGO and the monkey was planning a sac-
cade to the receptive field, the response fell
far less rapidly, as if a stimulus requiring a
cancellation of the planned saccade evoked
attention longer than one confirming it (red
trace). Across the sample, the response to this
cancellation was significantly greater than the
response to the confirmation signal when the
saccade plan was to the receptive field (Fig.
4C), and even more so when the saccade plan
and its associated attentional advantage were
directed away from the receptive field (Fig.
4D). When the response finally fell, however,
it fell to the level of the GO-elsewhere re-
sponse. We found no difference between the
response to the GO probe (a Landolt ring)
and the response to the complete rings in
trials in which the saccade plan was directed
to the receptive field (Fig. 4E) or away from
it (P � 0.2, Wilcoxon paired signed-rank
test). Nor was there any difference in the
on-responses to the probe in correct and in-

 
 

 
 

 
 

 
 

 
  

 
 

Fig. 4. The response to the probe in the receptive field. (A) Spike density functions from the same
neuron illustrated in Fig. 1, E and F. Data are from trials in which the monkey was instructed to plan a
saccade into the receptive field, and either the GO stimulus (green trace) or the NOGO stimulus (red
trace) appeared in the receptive field, and from trials in which the saccade goal was opposite the
receptive field and the GO probe appeared in the receptive field (blue trace). The timing of the stimulus
presentation is represented by the black bar starting at 0 ms. (B) The response to the NOGO stimulus
plotted against the response to the GO stimulus in trials in which the monkey was instructed to plan
a saccade to the receptive field. In (B) to (F), solid circles show data from cells in which the difference
in activity was significant (P � 0.05, t test); open circles show data from cells in which there was no
significant difference. (C) The response to the NOGO stimulus plotted against the response to the GO
stimulus in trials in which the monkey was instructed to plan a saccade to the receptive field. (D) The
response to the NOGO stimulus plotted against the response to the GO stimulus in trials in which the
monkey was instructed to plan a saccade away from the receptive field. (E) The response to the
complete ring plotted against the response to the GO stimulus in trials in which the monkey was
instructed to plan and execute a saccade to the receptive field. (F) The response to the complete ring
plotted against the response to the NOGO stimulus in trials in which the monkey was instructed to plan
and then cancel a saccade to the receptive field.
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correct trials. However, the enhanced cancel-
lation response was only seen for the actual
NOGO probe and not for a ring in the recep-
tive field when the NOGO probe appeared
outside of the receptive field (Fig. 4F).
LIP and attention: A new perspective.
Whenever we found an attentional advan-

tage in performance, whether it was driven by
the upcoming saccade or by the flashed dis-
tractor, the perceptual advantage at the at-
tended location was always the same. How-
ever, the activity in LIP was graded. Thus, the
attentional advantage lay in the spatial loca-
tion subtended by the receptive fields of the
neurons with the greatest activity, regardless
of the absolute value of that activity. For
instance, the activity at the saccade goal was
sufficient to sustain the attentional advantage
until it was swamped by the activity evoked
by the distractor. Because of the fall of the
visual transient evoked by the distractor,
there was a period of about 90 ms, the win-
dow of neuronal ambiguity, during which the
activity evoked by the saccade plan and dis-
tractor did not differ. Although the activity at
both locations was above baseline, there was
no attentional advantage at either site.

Thus one cannot ascertain a monkey’s
locus of attention by measuring the activity of
a single neuron in LIP, or even by measuring
the activity of all the neurons in whose re-
ceptive field a given object lies. Instead, one
must look at the activity of the ensemble of
LIP neurons representing all of the visual
field. In this case, we can interpret the graded
responses of the discharge at a given site in
LIP as providing an attentional priority asso-
ciated with the object in the subtended recep-
tive field. We found little or no interaction
within LIP, suggesting that the attentional
priority of each part of the field is predomi-
nantly independent. Furthermore, evidence
that attention encompasses a region of visual
space around the attended stimulus has been
found both psychophysically (31) and physi-
ologically (32).

It is unclear what regions of the brain may
be involved in the process we have suggested.
Other cortical and subcortical areas show mod-
ulation of activity that may be related to the
allocation of attention, such as the frontal eye
field (33, 34) and the superior colliculus (35).
Indeed, microstimulation of the frontal eye field
has been shown to improve performance in a
contrast sensitivity task (16). However, the an-
atomical projections and graded responses seen
in most of these areas suggest that they partic-
ipate, along with LIP, in a distributed network
that drives visual attention. We suggest that it is
this distributed network that provides the bias
for the biased competition model of attention
postulated by Desimone and Duncan (36).

The visual activity of neurons in the poste-
rior parietal cortex is modulated by the salience
of the stimulus in their receptive fields (4, 29).

Such enhanced responses have been considered
to reflect the attention to the object that evokes
the response (2, 10); however, a few studies
have called this concept into question. For in-
stance, the intensity of responses in the ventral
intraparietal and middle temporal areas did not
correlate with the attention paid to the stimuli
(30); in a cued visual attention task, the activity
evoked by a validly cued stimulus was less than
that evoked by an invalidly cued one, even
though attention lay at the site of the validly
cued stimulus (3). It has been suggested that LIP
is more important in determining a shift of
visual attention to a stimulus than in maintaining
attention to it (3, 37). Our results show that the
activity in LIP does, in fact, continuously de-
scribe the locus of attention but that this cannot
be determined by looking at only one neuron or
the representation in LIP of one spatial location.
Although LIP does describe the locus of atten-
tion, the activity evoked by a stimulus does not
necessarily define the attention to that stimulus.
We postulate that the enhanced response evoked
by an attended stimulus serves to reinforce the
attentional priority of its locus rather than pro-
viding an original attentional selection.

The locus of attention is defined by a
leftward shift in a psychophysical curve and
not by performance on a trial-by-trial basis.
However, activity in LIP did predict monkey
behavior in one sense: When a monkey per-
formed the task correctly, responses to the
distractor measured in the 100 ms before the
probe appeared were less than when the mon-
key failed to perform the task correctly, even
on those trials in which the probe appeared at
the distractor site. Conversely, activity at the
saccade goal was greater on correct trials,
even when the NOGO probe appeared at the
saccade goal. We suggest that this activity in
LIP provides a general index of the quality of
a monkey’s performance: When a monkey
was doing its job efficiently, activity at the
saccade goal was greater and the response to
the distractor was weaker. Thus, the ratio of
the activity at the saccade goal and at the
distractor predicts the efficiency of a mon-
key’s performance, regardless of the actual
geometry of the task.
Attention and motor intention. A num-

ber of studies have suggested that LIP is a
part of the system for planning saccadic eye
movements, on the basis of its activity in the
delayed saccade task (38–43). The strongest
evidence for this is that delay-period activity
of LIP neurons is greater when the neurons
describe the target of a saccade than when
they describe the target of a simultaneously
generated arm movement to a different loca-
tion (38–39). In light of our current findings,
we would interpret these data as predicting
that the saccade goal should have a higher
attentional priority than the reach goal (17,
21). Furthermore, our results render the mo-
tor intention interpretation unlikely for a

number of reasons. The first is that visual
attention is pinned to the spatial location of a
saccade goal for the duration of the delay
period in a memory-guided saccade task;
therefore, one cannot distinguish a priori
whether LIP activity during the delay period
is related to attention or to a motor plan. The
second is that when there is a separation
between the locus of attention and the sac-
cade goal, the ensemble of neurons in LIP
accurately predicts the locus of attention even
when there is a conflict between the motor
plan and the current locus of attention. Con-
versely, LIP activity does not predict where,
when, or even if a saccade will occur (5, 6).
Because attention is ordinarily pinned at the
goal of a saccade, it is not unreasonable for
LIP to have a faithful replica of a saccade
plan. However, because of the many other
attention-worthy events that also drive LIP,
the saccade plan can be contaminated in a
way that renders it useless as a motor signal.
In fact, concurrent recordings of local field
potentials (which represent synaptic input to
LIP) and single-unit recordings have shown
that the inputs to LIP contain far more infor-
mation about an upcoming saccade than the
spiking outputs do (44). The third and most
dramatic reason is the activity in LIP evoked
by the NOGO signal at the saccade goal. This
activity is greater than that evoked by the GO
signal at the same site. It is difficult to argue
that a motor intention signal increases for
several hundred ms in response to a signal
canceling the intended movement and re-
sponds less to a signal confirming it. It is far
easier to argue that one attends more to a
signal requiring a change of plan than to a
signal that confirms the plan.

Of course, LIP has a strong projection to
the oculomotor system, with monosynaptic
projections to and from the frontal eye field
and monosynaptic projections to and disyn-
aptic projections from the superior colliculus
(45). Generally, there is a strong correlation
between attended objects and saccade targets
in the visual field (18, 46). However, this
correlation is not obligate, and our results
show that in the very circumstances where
there is dissonance between a saccade plan
and LIP activity, the oculomotor system must
ignore LIP. In contrast, we are unaware of
any exception to the correlation between the
ensemble of activity in LIP and the attention-
ally advantaged spatial location.
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Dependence of Upper Critical
Field and Pairing Strength on

Doping in Cuprates
Yayu Wang,1 S. Ono,2 Y. Onose,3 G. Gu,4 Yoichi Ando,2

Y. Tokura,3,5 S. Uchida,6 N. P. Ong1*

We have determined the upper critical field Hc2 as a function of hole concen-
tration in bismuth-based cuprates by measuring the voltage induced by vortex
flow in a driving temperature gradient (the Nernst effect), in magnetic fields
up to 45 tesla. We found thatHc2 decreased steeply as doping increased, in both
single and bilayer cuprates. This relationship implies that the Cooper pairing
potential displays a trend opposite to that of the superfluid density versus
doping. The coherence length of the pairs �0 closely tracks the gap measured
by photoemission. We discuss implications for understanding the doping de-
pendence of the critical temperature Tc0.

The superconducting state in a metal is com-
pletely suppressed if a sufficiently strong
magnetic field is applied. In individual type-
II superconductors, the field required—de-
fined as the upper critical field Hc2—is an
important parameter because it determines
the value of the coherence length �0 (the size
of the Cooper pair) as well as the strength of
the pairing potential; the higher the field Hc2,

the stronger is the pairing potential and the
smaller the pair size (1). In the phase diagram
of the cuprates, superconductivity has been
observed in the range of hole concentration
0.05 � x � 0.25. Many parameters of the
superconducting state, notably the superfluid
density and superconducting gap, have been
measured as a function of x. The conspicuous
exception is Hc2, which is uncertain for rea-

sons discussed below. Because even the basic
trend of Hc2 versus x is unknown, the crucial
question of whether the pairing strength, as
distinct from the superfluid density, increases
or decreases with x remains unanswered. We
report measurements of Hc2 versus x in the
Bi-based cuprates using the vortex-Nernst ef-
fect. In both single and bilayer systems, it
was found that Hc2 (and hence the pairing
potential) steeply decreased as x increased.
We show that �0 is intimately related to the
gap measured by angle-resolved photoemis-
sion spectroscopy (ARPES) (2) and results
from scanning tunneling microscopy (STM)
(3, 4).

In the Nernst effect (5–11), vortices in the
vortex liquid state are driven down an applied
temperature gradient –�T �x. Their velocity v
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