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Abstract

The paper summarizes a series of experiments in which the topography and the amplitude
of slow event-related brain potentials (slow ERPs) was studied in cognitive tasks which
imposed different amounts of load on functionally distinct processing modules. The results
suggest that the topography of slow ERPs reflects the relative activation/inactivation of
distinct cortical cell assemblies while the absolute amplitude of the negative maximum seems
to reflect how much a particular cell assembly is activated at a particular time. Translated
into the terminology of cognitive resource theories one could say that tasks which evoke
distinct slow wave patterns draw on independent resources. Likewise, the amplitude of a
slow wave pattern could be related to the construct of resource allocation, i.e. the larger the
amplitude of a slow wave pattern the more resources of a particular type are allocated to a
task. These findings are discussed with respect to possible generator mechanisms of slow
waves and in relation to possible causes of capacity limitations of the human information
processing system. © 1997 Elsevier Science B.V.
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1. Introduction

Psychological theories on mental resources, whether formulated as unidimen-
sional Kahneman (1973) or multidimensional (Wickens, 1980; Wickens, 1984),
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suffer from the problem that the core construct(s), i.e. the one or the many
cognitive resources, are usually not defined independently of the behavioral ef-
fects which are to be explained by them. The existence, the allocation and the
limitation of resources are deduced from performance data, changes of response
times and error rates, respectively, but these very changes are also to be ‘ex-
plained’ by the concept of limited resources. For example, cognitive resources are
assumed to be limited, because two tasks show a performance trade-off in a dual
task situation. On the other hand, it is said that ‘tasks A and B interfere,
because they draw on the same type of resources’. Clearly, such a statement
must be circular as long as there is no other, converging operation which allows
measurement of the hypothetical resources independently from the behavioral
effects. In other words, the concept of a cognitive resource is not explanatory
but only descriptive (Heuer, 1985, Neumann, 1992). It has some heuristic value
but neither does it explain the intricacies of human information processing — .
e.g. why processing capacity is limited or why certain tasks interfere more than
others — nor does it help to objectify the amount of cognitive load in applied
settings.

The construct of cognitive resources could become a more convincing theoreti-
cal entity, however, if one finds a method to measure mental resources directly.
In the past, several psychophysiological approaches have been tried to pursue
this issue. For example, studies on pupillometry (Beatty, 1982) and sinusarhyth-
mia (Mulder & Mulder, 1981) revealed systematic relationships between cognitive
load and the respective physiological measures. However, these activity measures
of the autonomic nervous system are not only sensitive to the load imposed on
mental resources but they also reflect other types of load, for example effects
due to unspecific stressors as noise or sleep deprivation, those due to motiva-
tional and emotional states, or those due to physical exercise, respectively. Thus,
these and other measures of the autonomic nervous system most likely reflect a
very general state of arousal or energy expenditure which is not specific to
mental load or the allocation of mental resources alone.

Compared to measures of the autonomic nervous system, measures of the
central nervous system, in particular measures of the electrical or magnetic activ-
ity of the brain, should be more promising as indicators of mental resources.
Measures derived from the EEG, as power spectra or event-related potentials,
reflect the ongoing activity of cortical cell assemblies, and these very cell assem-
blies are the computational modules which perform the various information
processing steps in a particular task. Thus, the EEG measures should reflect
directly and unvarnished which cortical modules are active in a cognitive task
and to what extent they are activated (for summaries s. Rugg & Coles, 1995).
The same will hold for measures derived from the MEG (Néditdnen et al., 1994)
and from other brain imaging methods like PET (Raichle, 1994) or functional
MRI (Cohen and Bookheimer, 1994), respectively.
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2. A functional model of cortical processing

The cognitive-energetic stage model of Sanders (Sanders, 1983); Gopher &
Sanders, 1984) provides a heuristic framework to specify what one might expect to
see in brain activity measures. Moreover, if the model is modified and adjusted to
current knowledge about the functional anatomy of the brain, it will also disclose
the relevant dimensions of brain activity which have to be monitored in order to
delineate measures of specific mental resources. Sanders postulated a linear array of
processing stages interlaced between sensory input and motor output. These stages
receive specific afferent input either from the outside of the system or from the
preceding stage, i.e. the output computed in one stage is forwarded as input to the
next stage. In addition, each computational stage receives unspecific energetic input
from unspecific activation modules. This energetic input regulates the ‘working
point’ of each computational module. In agreement with the theoretical perspective
suggested by Pribram & McGuinness (1975) the cognitive-energetic stage model
assumes two primary energizing modules, one which provides ‘arousal’ to the
afferent computational modules, those which perform primary and secondary
perceptual functions, and another one which provides ‘activation” to the efferent
computational modules, those which are responsible for response selection and
motor performance. The two primary energizing modules are controlled by a
secondary, superordinate energizing system, the effort system. This is assumed to
regulate the trade-off between arousal and activation, i.e. whether the system is
more prepared for information uptake or for information output. So to speak, the
effort system controls the allocation of attentional resources.

Although the model has some intriguing features it is unrealistic with respect to
the assumption of a linear sequence of processing steps interlaced between input
and output. Neuroanatomy and functional principles of the brain argue against a
linear array of processing steps (van Essen et al., 1992; Kolb & Whishaw, 1990;
Kosslyn & Koenig, 1992). What can be kept out of the model, however, is the
assumption that there exist discrete modules or transfer stages. They are function-
ally discrete in that they perform distinct computational steps of processing, but to
a great extent this processing is not performed sequentially but in parallel. More-
over, information flow is not umdirectional, from input to output modules, but
multidirectional. The computational modules are highly interconnected and there
are both bottom-up and top-down routes of information transfer. For example, it
is well accepted nowadays that object recognition is performed by a set of
processing modules located in the parietal and temporal cortex. These modules
form two processing routes, the ‘where’ and the ‘what’ system, which analyze
functionally independent features of the sensory input. Sensory input is fed into
both systems simultaneously, and there is a lot of cross-talk between the modules
of both subsystems to extract a coherent percept from the separately analyzed
features (Kosslyn, 1987). Of course, there is still some hierarchy in the system.
Sensory input has first to be analyzed in sensory projection areas before it can
initiate higher cognitive operations or a motor act, respectively, but the higher
modules may already become activated before a lower module has finished its



112 F. Résler et al. | Biological Psychology 45 (1997) 109—-141

subroutine completely, and likewise, a higher module may reactivate a lower
module again in a later epoch of information transfer. For example, it is most likely
that a visual buffer (a ‘lower’ module) is activated during primary processing of
visual input but also during transformation of an image which is generated by a
‘higher’ module from stored representations.

The second key assumption which has to be kept from the original formulation
of the cognitive-energetic stage model is that each stage or module receives both
specific and unspecific input. These two types of input are computational and
energetical by nature, they provide data and arousal, respectively. Data can be
supplied from the outside world or from other modules located within the system.
The energetic input is supplied from specialized structures localized in the brainstem
and in the thalamus. These energizing structures comprise several distinct nuclei
and together with structures located in the forebrain they form circuits which
regulate the activation level of the computational modules (Elbert & Rockstroh,
1987, Skinner & Yingling, 1977). For the time being it is not important to
distinguish between input arousal, output activation, or effort. Although this
distinction, as proposed by Pribram & McGuinness (1975), might have an empirical
basis. It is still an unsettled question that these types of attentional control can be
clearly distinguished from each other. Other distinctions of cortical activation
regulation are conceivable: one, for example, which takes into account the neuro-
transmitter pathways of the brain (Cooper et al., 1986) or one which considers also,
and in addition to the other regulating principles, the possibility of mutually
inhibitory connections between cortical cell assemblies. Whichever functional prin-
ciple may turn out to be valid, one important assumption applies to all: that all
computational modules are not regulated at their working point as a whole but that
the regulation of working points is module-specific, i.e. one set of computational
modules can be activated while another set may be deactivated.

Accepting this as a heuristic of cortical functioning, the measures derived from
the EEG or MEG can be specified. If brain electrical activity is recorded from a
representative set of recording sites, we might be able to monitor the activation
level of distinct processing modules, in particular, we might see which set of modules
is switched on in a particular task, ar what time activation of a module increases or
decreases, and to what extent a particular module is activated.

Kok (1990) suggested that the successive components of the event-related poten-
tial recorded at one electrode might bear this information. He claimed that the
temporally separated components of the ERP reflect the successive activation and
deactivation of a series of sequentially arranged processing modules. As just
outlined, the hypothesis of a series of sequentially arranged modules is too
restrictive. Computational modules are not only, if at all, separated in time but also
in space, i.e. the modules are located at topographically distinct sites of the cortex.
So, Kok’s hypothesis can only be partially correct. However, the topographic
distribution of processing modules points to another important dimension which
has to be considered, if the physiological basis of mental resources is to be
delineated. Although a particular component of the ERP might reflect the activa-
tion of a processing module, the component, however, has to be defined by time
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and space, i.e. peak latency and amplitude at one recording site are not sufficient to
disclose which module is activated — topography has to be evaluated also. And as
we will show in the following paragraphs, the information about mental resources
may not be hidden in the phasic components of the ERP which have a clear peak
and which can therefore be arranged in a temporal sequence. It seems more likely
that other EEG phenomena, which have a less clear peak structure, bear the
relevant information about resources.

3. Slow waves of the ERP

In the past, ERP resecarch has mainly concentrated on phasic, short living
components, i.e. deflections in the voltage-time-plot which have a well defined peak
and which may last, if seen as a half-wave, between 10 and 500 ms. Examples are
the modality-specific exogenous components of the evoked potential and the later
modality-unspecific endogenous components related to cognition, e.g. N200, P300,
N400, etc. Apart from these phasic components there are more tonic components
in the ERP, so-called slow waves, which have a less distinct peak. These slow
DC-like deflections in the EEG last for at least a couple of hundred milliseconds
but they may also extend up to several seconds. In most of the older ERP studies
these slow potential shifts remained undetected, because recording epochs were too
short, or the signal was amplified with a high-pass filter so that DC-like shifts or
trends could not be observed at all. Fig. 1 exemplifies what is meant by a slow
sustained potential shift. The recording epoch in this plot is 18 s, and one can see
in each channel long-lasting sustained potential shifts which seem to prevail as long
as the system is engaged in a particular processing state. These slow waves either
emerge and resolve gradually (Fig. 1, frontal lead, thin line, 1-6 s) or they are
switched on and off quite abruptly (Fig. 1, Cz, 7-14 s). Slow waves of this type
have a predominantly negative polarity, i.e. relative to a prestimulus baseline they
are negative going deflections. Scanning of the literature discloses that negative slow
waves can be observed in quite a variety of tasks.

For example, they were observed during selective and directed attention, the Nd,
(Hansen & Hillyard, 1983; Hansen & Hillyard, 1988), during motor preparation
and motor performance, the Bereitschaftspotential (BP), and the performance
related negativity (Kornhuber & Deecke, 1965; Lang et al., 1988b), during associa-
tive learning (Lang et al., 1987b), while the subject anticipates a stimulus presenta-
tion, the CNV and SPN (Brunia & Damen, 1988; Walter et al., 1964). These and
other results led us to the following three hypotheses:

(1) Slow negative waves have a task-specific topography, i.c. depending on the
particular demands which are imposed on the system, the negative maximum of
the slow wave pattern arises over different cortical areas.

(2) The amplitude of slow negative waves is related to task difficulty, i.e. the
amplitude of the negative maximum of a slow wave pattern becomes larger
when the task becomes more difficult, or seen from the perspective of the
subject when one has to invest more effort to solve the problem.
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(3) The temporal extension of a quasi stationary slow wave pattern is related to the
duration of a task-specific cognitive subroutine; the pattern will change within
a task, if a different subset of modules is activated.

In the following sections, we will summarize evidence from studies in our
laboratory showing that slow event-related brain potentials do indeed reflect the
activation of distinct processing modules and that these slow waves seem to be
closely related to what is meant by the concept of mental resources. In particular,
we will show that the topography covaries with the nature of a task, that the
amplitude covaries with task difficulty, and that stages of information processing
can be discriminated within a task by means of topographically distinct slow wave
patterns. Finally, by referring to the possible physiological bases of these slow
waves, we will try to integrate the findings in relation to the functional model of
cortical processing outlined in the introduction.

4. Task specific topography of slow waves

There are many pieces of evidence scattered in the literature which suggest that
the topography of performance-related slow negative waves changes with the nature
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Fig. 1. Examples of event-related slow waves. ERPs (negativity upward) were recorded in a haptic
mental rotation task with sighted and blind subjects. Subjects inspected two successively presented tactile
stimuli and indicated whether the second stimulus was a mirror image of the first. The second stimulus
could be rotated and reflected in relation to the first. The thick and thin lines represent the grand means
of blind and sighted subjects, respectively. Negativity is up in this and the following figures.
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of the task. For example, Deecke and collaborators studied the Bereitschaftspoten-
tial and the slow negative potential which accompanies motor performance in a
task in which the subject had either to write or to draw the contents on command
of a tachistoscopically presented stimulus (a word or simple picture) (Deecke et al.,
1987; Uhl et al., 1988). The average amplitude of the performance-related negativity
measured during writing or drawing was relatively more negative at P4, Ol, and O2
during drawing compared to writing, and more negative at F3, F4, and Cz during
writing compared to drawing. Similarly, in another study in which no stimulus was
given but in which the subject had either to draw a picture or to write a word
repeatedly in a self-paced manner, it was found that the Bereitschaftspotential
which developed in anticipation of the hand movement was asymmetrical — in the
writing task it was larger over F3 than over F4, and in the drawing task it was the
other way round although the moving hand was the same in both cases (Deecke et
al., 1986). Other studies revealed topographic differences in the processing negativ-
ity during tactile and visual tracking (Lang et al., 1984) or in anticipation of
to-be-discriminated tactile stimuli which were presented either to the left or the
right hand (Lutzenberger et al., 1985; Rockstroh, 1989).

Although these findings support the idea of a task-specific topography of slow
waves, they are difficult to interpret. The tasks performed in these studies involved
a mixture of conceptual or cognitive and of motor performance, respectively, and
thus the recorded slow wave pattern was very likely a superposition of several
distinct slow waves which accompany the one or the other subtask. Moreover, the
difficulty of the tasks which differed in the nature of their demands — e.g. writing
vs. drawing — was not controlled. Therefore, it is not clear, if all of the observed
topographic differences are due to differences in the nature of the task alone or if
they are also related to differences in task difficulty.

To test explicitly the hypothesis that tasks which involve different processing
modules are accompanied by topographically distinct slow waves needs some
methodological prerequisites. First of all, it is necessary to construct a task which
can be realized with different materials but which remains nevertheless structurally
the same. Secondly, despite a change in the nature of a task, the task should not
change its difficulty, i.e. the task should induce the same processing times and the
same error rates, irrespective of the type of material.

In a series of studies we met these prerequisites successfully with a paradigm
which induces controlled search in episodic long-term memory. The basic idea of
these studies was that reactivating distinct codes in memory should trigger topo-
graphically distinct cortical cell assemblies. And these distinct patterns of activation
should become apparent in the topography of the slow waves.

From a more theoretical perspective the motivating question for this series of
experiments was: where are memory contents located? Recent models of memory
functions postulate that there are key structures which are essential for storage and
retrieval (e.g. the hippocampus and surrounding structures of the temporal lobe, or
the thalamus and the mamillar bodies, Bauer et al., 1993) but that these key
structures do not also contain the memory traces or engrams. They are only kinds
of relay stations. The representations, instead, are assumed to be stored at various
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Fig. 2. Design of the spatial fan-experiment. Subjects had to learn associations between line drawings
and specified locations in a grid-pattern. A particular object could be associated with either one, two, or
three grid locations. In the retrieval test two line drawings were presented without the grid, and the
subject had to decide whether these two drawings were associated with each other via a common grid
location (yes-response) or not (no-response).
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distributed locations within the cortex. By means of the key structures the features
of the stored contents are retroactivated in those areas where they are processed
anyway and then bound together to a coherent entity (Damasio, 1989). For
example, images of objects and scenes, once processed in the visual modality, are
assumed to be retroactivated in the primary and secondary visual areas of the
occipital cortex, and in the visual association areas of the parietal cortex, spatial
information should be retroactivated in those parietal areas which are specialized
for the processing of frame-dependent and frame-independent information, etc. Our
idea was that these processes of retroactivation in distinct cortical modules during
memory retrieval should become manifest in distinct slow wave patterns.

To test this prediction we used an experimental memory retrieval task which
enabled us to control the difficulty of the retrieval situation and in which different
types of material could be used to establish memory representations and associa-
tions (Heil et al., 1994). The learning situation is similar to that in the well known
children’s game ‘called ‘Memory’.

In one condition, subjects had to learn associations between line drawings
depicting real world objects and locations in a checkerboard grid (Fig. 2). The grid
had three rows and six columns. Each line drawing could be associated with either
one, two, or three checkerboard locations. In total, 54 different pictures had to be
associated with different checkerboard locations. Subjects were trained with this
material until they could correctly access all the associations with an accuracy of
96%. On the test trials, subjects always saw two of the line drawings and they had
to decide whether these two share a common location in the grid, i.e. whether there
1s a mediating association. This design has several advantages for studying memory
retrieval. Among others, positive and negative test trials both require a controlled
search in memory. Subjects cannot just reject a trial as negative because the
‘distractors’ are unfamiliar. Second, as the number of associations which are linked
to particular targets (the line drawings) is varied systematically — one, two, or
three — the difficulty of the retrieval process can be controlled. It is a well
established fact that the decision about a common link takes longer and is more
error prone the greater the number of associations which have to be checked, 1.e.
the greater the so-called fan of the associative structure. With this design, retrieval
times are quite long, they range between 4 and 10 s, depending on the fan of the test
stimuli.

The very same experimental design was used to establish and test two other types
of associations. In one condition subjects were trained to learn associations between
the same line drawings just mentioned and color patches. The color patches were
arranged in a 3 x 6 grid. However, to avoid any spatial cue, the colors were
rearranged at random on each learning trial. The associative structure with a
different number of associations branching out from different line drawing repre-
sentations was exactly the same as in the spatial condition. Also the retrieval test
was the same.

In a third condition subjects had to learn associations between words and words.
These words denoted concrete objects, similar to those shown on the pictures. The
material was constructed such that targets were again associatively linked to
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mediators with a different fan, i.e. a target word was associated with either one,
two, or three different mediating words. On the retrieval test, subjects checked if
two words had a common mediator or not.

Thus, all three learning and retrieval conditions were conceptually equivalent
apart from the material. In the first case the subject had to scan associations
between depicted objects and spatial positions, in the second case associations
between depicted objects and colors, and in the third associations between words
and words. On the behavioral level all three situations were equivalent. The
response times and error rates showed statistically the same trends, i.e. intercept
and slope were the same in all three conditions (Heil et al., 1994).

ERPs were recorded in the retrieval situation with a full 10-20-montage of
electrodes. The results reveal pronounced slow wave activity which reaches largest
negative amplitudes over different cortical areas. These slow-wave patterns
recorded in the retrieval test situation clearly distinguish between the three types of
material Fig. 3). The relative negative maximum is found over the parietal cortex
for spatial material, over the occipital cortex for color material and over the central
to left frontal cortex for verbal material. (In the verbal condition an additional
negativity is found over the occipital cortex, most likely due to the fact that the test
stimuli were presented via the visual modality). The differences of the slow-wave
pattern becomes most prominent, if the data are plotted as topographic maps.
These maps are based on the mean amplitudes of 4-s long epochs — beginning 1
s after the onset of the probe. The mean amplitudes were measured relative to the
average reference. A nearest neighbor interpolation was used to generate the maps.
This pattern of a material-specific slow wave topography holds for both negative
and positive probes and the topographic differences, when tested with repeated
measurement ANOVAs, prove highly reliable.

The result is compatible with the idea that distinct cortical areas are activated
when qualitatively different material has to be retrieved from long-term memory.
The particular topography observed also agrees very well with hypotheses about the
location of functional modules which are derived from lesion studies. Color
agnosias are related to lesions in occipital areas (Bauer, 1993), processing of spatial
information is severely impaired if parietal areas are severed or missing (Benton &
Tranel, 1993), and episodic verbal memory suffers from lesions of the left frontal
cortex (Jetter et al., 1986; Risse et al., 1984).

With respect to the current topic of mental resources this study clearly supports
the idea that slow waves reflect the activation of distinct cortical modules, or in the
terminology of resource models, the slow waves seem to reflect the allocation of
resources to distinct computational modules. The distinct activation patterns
emerged although the three conditions were behaviorally equivalent. So, the
observed effects cannot be attributed to differences in task difficulty. Nevertheless,
as shown in the next section, slow waves are also sensitive to manipulations of task
difficulty, or, in other words, they are sensitive to different amounts of load
imposed on processing modules.
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Fig. 3. Standardized topographic maps of the retrieval phase. Larger values (densely stippled) indicate
that the slow wave was negative with respect to the overall amplitude at a particular location and during
a particular time epoch; smailer values (coarsly stippled) indicate relative positivity. Each map represents
the average amplitude calculated over all experimental conditions and a time epoch of 1 s in length. The
four columns show the topography of four consecutive seconds beginning 1.5 s after probe onset.
Results of the spatial, the color, and the verbal condition are shown in the top, middle and bottom row,
respectively. Data were standardized in order to adjust the mean and the variance of amplitude values
across the three conditions (reprinted from Rasler et al. {1995a), with kind permission of MIT Press).
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5. Amplitude variations of slow wave patterns

As explained above, the fan paradigm allows control of the difficulty of the
retrieval situation. According to our second working hypothesis a more difficult
retrieval situation should be accompanied by a larger negative slow wave and this
slow wave change should be most pronounced at, if not restricted to those electrode
locations where the topographic maximum is found in the inter-task comparison.

In a second series of experiments with the fan paradigm (Heil, 1994; Heil et al.,
1996; Rosler et al., 1995b) we used line drawings as target items, and as mediators
either positions in a 3 x 6 grid or nouns. The subject had to learn either associa-
tions between line drawings and spatial positions or between line drawings and
words, respectively. Thus the target items, by means of which memory representa-
tions were triggered in the retrieval test, were exactly the same with both types of
mediators. The only difference between the conditions concerned the type of
representation which had to be activated to decide, if the two target items presented
as a memory probe were experimentally associated or not. Again, the fan, i.e. the
number of associations linked to one target item, varied between one and three. The
overall topography of the retrieval related negativity was the same as in Rosler et
al. (1995a), 1.e. with verbal mediators the maximum was found over the left frontal
to central cortex and with spatial mediators it was over the central parietal cortex.
Again, response times increased linearly over the levels of fan, and this relationship
was the same for both conditions. (The two line drawings shown as a test item
always had the same level of fan. So there were three retrieval conditions with fan
1. 2, and 3, i.e. in which either two, four or six associations had to be checked).

Averaging the ERPs separately for the different fan conditions revealed a
systematic modulation of the slow wave amplitude (Fig. 4). The amplitude in-
creased monotonically with the fan or, related to the behavioral data, the amplitude
increased monotonically with the time necessary to decide on the relatedness of the
two target items presented as a probe. The most interesting finding, however,
concerns the topography of this amplitude increase. The fan-related increase of the
slow wave amplitude was always most pronounced at those scalp locations at which
the absolute maximum of the negativity was found. So, the overall topography of
the slow wave pattern caused by the specific type of material to be retrieved and the
topography of the fan-related increase of negativity are the same. This, we think,
supports very convincingly the idea that the slow wave recorded in the retrieval
situation reflects the activation of specific computational modules. The slow wave
amplitude seems to be directly related to the computational effort that has to be
invested in a particular set of cortical cell assemblies (see Rosler et al. (1993a) for
more converging evidence obtained with the fan paradigm).

The fan paradigm is not the only one which reveals a systematic relationship
between processing effort, as reflected by behavioral data, and the amplitude of the
task accompanying slow wave. In another series of experiments we studied the
question of whether subroutines of mental imagery become manifest in distinct slow
wave patterns. Detailed analyses of patients with localized brain lesions revealed the
existence of several cortical units which are all related to spatial cognition but
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Fig. 4. Modulation of slow wave amplitude (negativity upward) in a memory retrieval experiment. A
larger fan means that more stored associations have to be checked in the retrieval situation which results
in longer decision times. The increasing load is reflected by an amplitude increase of the slow waves. This
increase is always most pronounced at those electrodes where the maximum negativity is observed for
a particular type of representation (spatial (top) or verbal (bottom)).
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which can fail rather independently from each other. The consequence is that very
specific deficits may occur (Farah, 1989; Kolb & Whishaw, 1990; McCarthy &
Warrington, 1990). Kosslyn (Kosslyn, 1987, Kosslyn et al., 1990; Kosslyn and
Koenig, 1992) integrated these findings into a neuropsychological theory of high-
level vision and mental imagery. In its essence this theory breaks up the complex
processes of perception and imagery into a set of functional modules. These
modules which encode, store, refresh, transform, select, etc., perceptual representa-
tions are assumed to be tied to distinct brain structures localized in the occipital,
parietal and inferior-temporal cortex of both hemispheres. The question was, if
these different subroutines leave a signature in distinct slow wave patterns over the
respective scalp locations.

In one study we used the popular mental rotation task in which the subject has
to mentally transform an image and to decide whether the transformed image forms
a match or a mismatch with a comparison stimulus (Cooper, 1975; Cooper &
Shepard, 1973). The transformation task was realized in a manner such that the
transformation times were long — to give the development of slow waves a chance
— and such that different stages of information processing were separated in time
as much as possible. Fig. 5 shows the setup of a trial (Rdsler et al., 1995c).

After an acoustic warning stimulus, the subject first saw a standard stimulus.
This was always a six sided star constructed from 12 isosceles triangles. Three
triangles were black, the rest were grey, and the construction grid of the triangle
was shown in black, too. After 3 s the standard stimulus was switched off and only
the construction grid remained visible on the screen. Then an acoustic instruction
stimulus was presented. This was either a low, middle, or high pitched tone. This
tone told the subject either to rotate the image of the star pattern for 0°, 60°, or
120° in clockwise direction. From pilot studies we knew that the most difficult of
these transformations took about 6 s. To be on the safe side, a comparison stimulus
was presented after 10 s. This was constructed from a subset of the original 12
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Fig. 5. Outline of the mental rotation task. The subject stored an image of a visually presented figure.
This image had to be rotated on command of an instruction stimulus. Finally, the transformed image
had to be compared with a test stimulus which was constructed from a subset of the original figure
elements. This subset could either form a match or a mismatch with the rotated image.
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Fig. 6. Main findings of the visual mental rotation study. Presentation of a visual stimulus and
maintaining an image of it is accompanied by a substantial negative potential over the posterior part of
the scalp (negativity upward). In the 0°-condition this negativity has its maximum over the occipital
cortex. Transformation of an image as it is required in the 60° and the 120°-condition is accompanied
by an additional negativity peaking over the parietal cortex.

isosceles triangles. The comparison stimulus could either form a match or a
mismatch with the mentally transformed image.

Fig. 6 shows the grand averages of the slow wave patterns evoked in the three
transformation conditions, 0°, 60°, and 120°. As can be seen, all three conditions
are accompanied by pronounced negative slow waves which predominate over the
posterior part of the scalp. Tt is interesting to notice that the amplitude in all three
conditions is by and large the same over the occipital cortex — the primary and
secondary sensory projection areas of the visual modality — but that there is a
highly significant amplitude difference over the parietal cortex — those areas which
according to lesion studies are functionally related to mental imagery and mental
transformation tasks.

Our second hypothesis predicted that the amplitude of the slow wave should
become larger with increasing task difficulty. For mental rotation tasks it is a well
established fact that decision times become longer with a larger rotational angle.
This also holds for our version of the task. And as can be seen clearly, the
amplitude of the negative slow wave is systematically related to the difficulty level.
The negative slow wave is largest over the parietal cortex, if the mental image had
to be rotated for 120°, intermediate if the image had to be rotated for 60°, and



124 F. Résler et al. | Biological Psychology 45 (1997) 109141

smallest for the baseline condition with no rotation (angle 0°). Thus, here again, as
in the fan experiments presented above, the intratask manipulation of difficulty has
its most pronounced expression at those electrodes where the maximum of the
task-specific negativity was recorded. This, we think, supports the idea that these
negative waves are in fact specifically related to particular subroutines or processing
modules.

6. Task-specific interindividual differences of slow waves

Another question addressed by resource theories concerns interindividual differ-
ences. If subjects differ in their mental capabilities, such differences should be
reflected by measures of cognitive resources. Beatty (1982), for example, showed
that subjects who were less able in solving mental calculation problems had a higher
autonomic activation (reflected by pupillometry) than subjects who were good
mental calculators, although both groups worked on the same set of problems.

In the mental rotation study we tested if interindividual performance differences
find an expression in distinct slow wave topographies. Subjects had been selected on
the basis of performance test scores obtained in subtest ‘mirror images’ of the Wilde
intelligence scale and Raven’s standard progressive matrices, respectively. The
Wilde test is a German version of a standardized, factorial intelligence test which
measures primary mental abilities. Subjects were selected such that one sample
scored high in the subtest mirror images (good performers, n = 10; average 1Q-score
in this subtest was 115.3) while the other sample scored low (poor performers,
n=11; average 1Q-score in this subtest was 92.5). Irrespective of this difference in
a specific ability test, both samples had about the same average score in Raven’s
SPM.

The ERPs recorded in the mental rotation task are significantly different for
these two groups. As can be seen in Fig. 7 both groups show the very same
amplitude level at midline electrodes and over the right hemisphere. Over the left
hemisphere, however, the negative slow wave is significantly larger in the group of
poor performers than in the group of good performers'. We think that this result
also fits with Kosslyn’s theory on ‘high-level” vision. Among others, he assumes that
some subroutines required for mental imagery tasks are located in the left hemi-
sphere. One of these subroutines or subsystems encodes categorical relations of
spatial representations (e.g. left-right, below-above, etc.) and another one interprets
categorical representations to shift attention in the visual buffer. Due to the findings

'Eye movements and blinks were monitored and trials with strong eye-movement artefacts were
rejected. The residual eve-movement activity was negligeable as can be seen in Fig. 7. In the vertical
EOG-recording it amounted to not more than 6 x4V at the maximum. Moreover, the time course in
channels F7, F3, Fz, F4, and F8 is different from that prevailing at EOGv and Fpz. In particular, the
time course of the ERPs of the two groups is different in channel EOGv but the same in all other frontal
channels. Therefore, the interindividual differences observed at the more posterior scalp electrodes
cannot be attributed to eye movement artifacts. For more details concerning the problem of artifact
control in this study see Rosler et al. (1995c¢).
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in patients with brain lesions these two subsystems seem to be more related to the
left than to the right hemisphere. Our data might suggest that subjects who are
performing not so well in mental imagery tasks have to call the subsystems located
in the left hemisphere more often than good performers. This strategic difference
could be the basis of the amplitude difference seen in the slow wave pattern. Of
course this interpretation is post hoc and it needs further validation, however, the
result as such shows that slow wave patterns not only reveal task-specific but also
subject-specific differences. Interestingly, the difference is quite reliable, because the
same set of subjects showed an equivalent topographic difference in another mental
imagery task, a task in which representation of objects had to be mentally enlarged
in size. Currently we are studying, if similar differences can be found with mental
calculation problems.

7. Slow waves reflect different stages of information processing

Although many processing steps will and have to be performed in parallel by the
human information processing system, there must also be a sequence of computa-
tions in that more primitive computational steps must precede more complex steps.
Therefore, the functional model outlined above also assumes, despite massive
parallelism, a limited hierarchy of cortical processing functions. Even if the hier-
archy is less rigid than assumed in the original stage model of Sternberg or Sanders,

| o  Mental rotation: Good vs,poor performers
. R good performers - - -
S AN e ] ‘ =

Fig. 7. Individual differences in the visual mental rotation task. Subjects who score low in a mental
rotation test (thick lines) reveal a more pronounced negative potential over the left hemisphere than
subjects who do well in the same test (thin lines).



126 F. Résler et al. | Biological Psychology 45 (1997) 109141

it should find an expression in a temporal sequence of modules switched on and off.
This must not, in any case, be a mutually exclusive activation pattern in that one
module has to be inhibited before the next one can become activated. It might
happen that some modules are just activated later, but in addition to others already
activated earlier in a particular processing episode. This would imply a temporally
separated superposition of activation patterns. The question is, if’ such temporal
changes of cortical activation within one and the same task will find an expression
in the topography of slow waves. A positive answer comes from our imagery
studies.

The task in the mental rotation study outlined above clearly separated distinct
processing episodes. First, the stimulus had to be encoded and stored as an image,
then, on command of an instruction tone, the image had to be transformed, and
finally the generated image had to be compared with another visually presented
stimulus. During the epoch of image transformation, no specific visual information
had to be processed by the system. Another look at Fig. 6 shows that the two
processing epochs — encoding of the visual stimulus and transformation of the
image — can in fact be distinguished by the slow wave pattern. During stimulus
encoding we find a very pronounced negativity over the occipital cortex which rises
immediately after display-onset. This negativity remains at the same level through-
out the total recording epoch, i.e. until the comparison stimulus is presented. After
the presentation of the instruction stimulus we see an additional substantial increase
of negativity — in particular in the two conditions which require a genuine
transformation (60° and 120°) — however, this amplitude increase has a different
topography: it has its maximum at electrode Pz. This pattern of slow wave shifts
suggests that storing and maintaining a visual image involves a different set of
modules than transforming an image. Moreover, the epoch in which no additional
visual input has to be processed and in which only an image has to be kept in the
working memory seems to activate the very same processing modules located in the
occipital cortex.

We ran a structurally equivalent mental rotation task with tactile stimuli (Roder,
1995; Roder et al.,, 1997). Subjects were blindfolded and touched a specially
constructed display with 91 computer controlled pins arranged in a hexagon. The
diameter of the display was about 2 ¢cm such that its content could be scanned by
very small movements of the index finger. Subjects first inspected a standard
stimulus for 5.5 s. Then they heard a command stimulus which instructed them to
rotate the mentally generated haptic image for either 0°, 60°, or 120°. Finally, after
the transformation epoch of 8 s duration, a comparison stimulus was presented
which could either form a match with the mentally transformed image or not. In
the latter case the comparison stimulus was a mirror image of the transformed
image. The temporal window for the decision was again short such that the subject
had to finish the mental transformation before the comparison stimulus was
presented. In this tactile version of the mental rotation task we could again
distinguish between the encoding phase and the transformation phase, and again,
the slow wave patterns reflect these two phases very nicely.
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Fig. 8. Main findings of the study with a haptic version of the mental rotation task. Stimulus sequence
was principally the same as in the visual version outlined in Fig. 6, i.e. the sequence comprised a stimulus
which had to be encoded, an acoustic instruction stimulus, a transformation phase, a test stimulus and
a response. The only difference was that the encoding time was 5.5 s in the haptic task, instead of 4 s
in the visual task. The negativity due to stimulus processing and image storage, which is given by the
0°-condition, peaks now over the left central cortex. The additional negativity evoked by the rotation
activity in the 120°-condition has again its maximum over the parietal cortex (negativity upward).

On presentation of the tactile stimulus a pronounced negativity arises which has
its maximum over the left somatosensory cortex (the subjects scanned the display
with their right index finger). After the instruction stimulus a negative slow wave
with a different topography is added to the already prevailing negativity (Fig. 8).
This additional negativity has its relative maximum over the parietal cortex, i.e.
exactly over those areas where also the transformation effect in the visual condition
had its maximum (Roder et al., 1997), for more details).

If the topography is analyzed with standardized scores, i.e. scores from which
overall amplitude and variance differences between conditions are eliminated
(McCarthy & Wood, 1985), the pattern of results is straightforward. The maximum
of the negative slow wave is located over the primary projection areas during
stimulus encoding and during maintaining of a visual or haptic image (the 0°-con-
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ditions), i.e. over the occipital cortex in the visual, and over the somatosensory
cortex in the haptic condition. The negative potential which is added during the
image transformation phase operationalized by means of the amplitude difference
between the 120°- and the 0°-conditions has its maximum over the parietal cortex
in both conditions. (An ANOVA reveals no significant interaction between factors
electrodes and stimulus type (visual, haptic). This finding supports the idea that
there exists a modality-unspecific transformation module independently of the
modules which generate and maintain an image. These latter modules which are
functionally equivalent to a working memory buffer seem to be closely linked to
low level processing units of the one modality.

8. What do the slow wave patterns reveal: computational or energizing activation of
cortical cell assemblies?

8.1. Neuronal generators of slow waves

There is ample evidence that slow waves recorded from surface electrodes in the
EEG are generated by electrophysiological changes within the cortex (for sum-
maries, see Elbert & Rockstroh (1987) and Birbaumer et al. (1990)).

First of all, there are cross correlation studies in which electrical activity was
recorded from the surface of the scalp or cortex and simultaneously with depth
electrodes from neurons located in different cortical layers (Creutzfeldt & Houchin,
1974; Mitzdorf, 1985; Speckmann & Caspers, 1979; Speckmann et al., 1984).
Although these studies revealed a complex pattern of effects, they nevertheless
disclosed some systematic and statistically significant covariation patterns. In
particular, a close relationship was discovered between the polarity of postsynaptic
potentials (PSPs) in the upper layers of the cortex and the polarity of surface
potentials in the EEG. Surface negative potentials in the EEG were found to go
together with a predominance of excitatory PSPs and, vice versa, surface positive
potentials in the EEG with a significant reduction of EPSPs or a predominance of
inhibitory PSPs, respectively, in the upper layers. These relationships are statistical,
i.e. the relationship does not hold for each individual neuron, but for the majority
of neurons located within a limited area underneath the recording electrode. The
simultaneous depth and surface recordings have also shown that the slow negative
or positive potential shifts in the EEG must not be due to a superposition of many
short living PSPs in the apical dendrites. Rather, there is evidence for long lasting
slow PSPs which seem to regulate the excitability of computational neurons (Libet,
1979; Marczynski, 1993).

The neuronal structures within the cortex which can contribute to the far fields
recorded by the EEG can be further delineated by anatomical considerations. Since
the potential shifts in the EEG have a substantial amplitude, they can only
originate from structures which are arranged as dipoles in the cortex, i.e. the
sources and sinks at these structures have to be separated by some distance such
that an open field can originate. This applies primarily to pyramidal cells, but not,
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for example, to stellate cells (Creutzfeldt, 1983). The pyramidal cells orientate
mostly perpendicular to the cortical surface and, depending on the particular type,
they extend from layer 1, the level of the apical dendrites, to layers II1-VI, the level
of the soma. Thus, it can be excluded that cortical interneurons, which have only
a short radius of effect, contribute substantially to the surface-recorded potential
shifts. The major contribution must come from the computational entities which
receive specific and unspecific afferent input from the thalamus and which send
efferents either back to the periphery or to other cortical structures.

Further, structures located deeper in the brain cannot contribute substantially to
the surface-recorded potential shifts. Model calculations with realistic head models
predict that a DC potential of 5-10 4V which extends over an area of say 4 or 5
cm? cannot originate from deep structures. The deep structure would be required to
generate an impossibly large potential. According to Braun et al. (1990), Birbaumer
et al. (1990) and Elbert (1993) it can be said that an intracranial polarization of 100
1V might produce a scalp potential of more than 20 uV when it is generated in an
extensive area of the cortex, but will produce only 0.2. uV when more focal and
arising in deep structures. Moreover, the orientation of polarized layers is more
random in deep structures. This also diminishes their contribution to the potential
recorded from the surface of the cortex or scalp (see also Rebert (1973) for
empirical evidence). All in all, we conclude that waves with larger amplitudes and
a broad extension must have cortical sources in close proximity to the recording
site. This does not exclude the contribution of subcortical generators, however,
these contributions will be negligible in the case of large amplitudes (5~10 V) of
long standing slow waves extracted from the EEG by means of an average of 25-30
trials only.

The claim that slow potential shifts are generated by cortical structures close to
the recording site does not imply a one-to-one spatial correspondence between the
location of the generator and the location of the maximum slow wave amplitude.
Due to the folding of the cortex it is possible that a dipole field might project into
a direction which is not perpendicular to the curvature of the scalp, and therefore,
the maximum of a slow wave shift may be detected excentric to the cortex location
where the maximum depolarization occurs (Boschert et al., 1983; Brunia & Vinger-
hoets, 1981). However, even if this is the case, the topography of the slow wave
pattern will, nevertheless, reveal a pattern of activation and deactivation of cortical
modules. Thus, if two tasks evoke a different topography, it will always indicate
that each task triggers a distinct set of cortical modules. Moreover, given the spatial
resolution of EEG recordings the generator location and the location of the slow
wave maximum will in most cases correspond quite well, such that a coarse
mapping of functions will be possible. Nevertheless, a definite conclusion about the
functional topography of cortical processing modules cannot be drawn from slow
wave recordings alone. Conclusions about the functional topography of the cortex
provided by slow wave recordings have to be validated, of course, by other
methods, e.g. PET, fMRI, or lesion data.

This caveat in mind, it can be said that slow cortical potentials reflect the
activation and deactivation of localized cortical cell assemblies. Slow negative shifts
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are obviously a sign of higher excitability, while slow positive shifts are a sign of
reduced excitability or even a sign of inhibition of the computational neurons in
cortical modules. In neurophysiological terms these effects are due to a hypo- or
hyperpolarisation, respectively, of the pyramidal cells at their apical dendrites. The
functional interpretation of slow negative waves as signs of cortical activation is
further corroborated by studies in which scalp recorded event-related negative DC
potentials and regional cerebral blood flow (SPECT) were measured in the same
group of subjects and in the very same task. This approach revealed that in a given
task condition the maximum of the negative DC potential emerged exactly over
that area of the cortex where also the highest metabolic rate was recorded (Lang et
al., 1987a; Lang et al., 1988a).

The proposed hypothesis about the neuronal generators of slow waves is not at
variance with the hypothesis that slow waves might be generated also, at least in
part, by glia depolarization. With increasing neuronal activity neurons release
potassium (K *) and this, in turn, will lead to glia depolarization (Somjen, 1973;
Somjen, 1978). Simultaneous recordings of extracellular K* concentration, glial
depolarization, and surface negative slow cortical potentials show a close temporal
relationship between all three measures (Caspers et al., 1980). Thus, glia depolariza-
tion could contribute to the surface recorded slow wave. On the other hand, glial
potentials drop steeply with distance from their origin. Therefore, and because of
the less regular orientation of glia cells within the cortex, it seems unlikely that a
major part of scalp recorded slow waves is due to glia depolarization. But even if
glia depolarization contributes to the scalp recorded slow waves, the latter will
nevertheless reflect relative increases and decreases, respectively, of activity within
cortical cell assemblies. All types of neuronal activity — pre- and postsynaptic
currents, action potentials, EPSPs, and IPSPs — contribute to the concentration of
extracellular potassium and glial depolarization, respectively. Therefore, glia depo-
larization may closely reflect the net neuronal activity within a limited cortical
volume. So the effects of far fields originating either from a neuronal depolarization
at apical dendrites or from a depolarization of glia due to high computational
activity within the neuronal circuits will have the same polarity and will both reflect
the same functional state: an increase of neuronal activity results in surface
negativity and a decrease of neuronal activity in surface positivity.

8.2. Controlling structures

Post-synaptic potentials at the apical dendrites are controlled in particular by
nonspecific thalamic afferents, i.e. by energizing input from subcortical structures
and by distal intracortical connections, respectively. This follows from the mi-
croanatomical analysis of afferent and efferent cortical connections (Creutzfeldt,
1983; Noback & Demarest, 1981). For one thing, the energizing input is regulated
by a thalamo-cortical feedback loop. Afferent neurons from the receptor organs
synapse in the thalamus with specific thalomo-cortical projections (data lines) as
well as with more local thalamic cells which are part of an unspecific activation
system (energizing lines).
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On their way to the cortex the thalamo-cortical afferents project collaterals to the
nucleus reticularis thalami (NRT), a structure which has pivotal function in the
regulation of cortical activation. Cells of the NRT project back to specific and
unspecific neurons of the thalamus and further down to the rostral mesencephalon.
Together with recurrent fibers from the cortex to the thalamus and unspecific
afferents from the mesencephalic reticular formation the NRT acts as kind of a
gate. External stimulation or electrical stimulation of the mesencephalic reticular
formation inhibits activity of cells in the NRT and this, in turn, releases inhibition
from specific thalamic relay cells, i.e. inhibition of NRT activity opens the thalamo-
cortical gates. The NRT surrounds the thalamus like a shell and it has a modality-
specific and a projection-specific organization, i.e. the gates can be opened and
closed for specific processing ‘channels’. Cortical activation is regulated separately
for distinct modalities and within each modality for distinct features, the latter
reflecting, e.g. the spatio-topic or quality-topic projection areas.

The gates of the NRT are further integrated into a larger regulating loop which
comprises structures of the prefrontal cortex and of the basal ganglia. This
medio-thalamo-fronto-cortical system (MTFC-system) and its significance for the
development of slow cortical potentials was elaborated by Skinner and collabora-
tors (Skinner & King, 1980; Skinner & Yingling, 1977; Yingling & Skinner, 1977).
Among others, they showed a close correlation between membrane potential shifts
of neurons located in the frontal cortex and slow potentials recorded from the
surface of the cortex. The relationship was as outlined above, i.e. surface positivity
went together with hyperpolarization and surface negativity with hypopolarization
of neurons. Functionally, this larger medio-thalamic-frontocortical loop senses the
activation level of cortical modules and it can release or inhibit distinct patterns of
activation through the nucleus reticularis thalami, thus facilitating or inhibiting
processing acts according to their momentary relevance. Of course, the whole
mechanism must be self-organizing and it must include a mechanism of mutual
inhibition of processing modules, such that if one module is active, others are shut
off to prevent too much cross-talk. Such a mechanism of mutual inhibition is most
likely regulated via feedback-loops from cortical to subcortical structures (Fig. 9).

Translated into the terminology of processing resources it can be said that slow
wave patterns reflect the allocation of ‘resources’ to cortical processing modules.
The topography of slow negative shifts indicates where resources are allocated, i.e.
into which computational module(s) they are fed, and the amplitude indicates, to
what extent resources are fed into a set of computational modules. Considering the
modular structure of the cortex and the regulating mechanism of the MTFC-loop
which seems to gate activation in a modality- and projection-area-specific manner,
the findings are very much in favor of a model which postulates ‘multiple’ cognitive
resources (Wickens, 1980). However, as the whole computational system depends
on one regulating loop, the unitary resource model of Kahneman (1973) is also
supported by the neurophysiological findings.

The neurophysiological basis of the processing machinary as outlined predicts,
we think, two different types of task interference. (a) Two tasks may interfere,
because they compete for the same processing module at the same time. This will
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Fig. 9. Schematic outline of a parallel-hierarchical processing mode! with functionally distinct cortical
processing modules. Modules receive specific (computational) input (thick lines) and unspecific (energiz-
ing) input (thin lines). Modules are also reciprocally inhibited (dotted lines). Reciprocal inhibitory links
are only shown as principally existing connections. It is not meant that this mechanism is implemented
on cortical level. Most likely the inhibitory effects are regulated by cortico-subcortical feedback loops.
Letters indicate prototypically some of the cortical processing modules, as primary (P) and secondary
(SI, SII) projections areas, temporal lobe areas (T), or motor cortex (M).
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be the case, if the same input or output system is loaded or if the same central code
is required, i.e. situations of modality-specific interference or code- specific interfer-
ence, as observed by Wickens. In other words, this type of interference occurs,
because the very same processing modules are occupied and because the data
processing capacity of each module is limited. (b) Beyond this, two tasks may
interfere, because they compete for the overall allocation of resources by the
MTFC-loop. Due to mutually inhibitory connections which regulate the activation
of distinct processing modules and due to the fact that the total amount of
activation which can be distributed by the system is most likely limited, only a
limited set of modules will be activated at the same time. If one task is difficult or
of very high priority such that the processing modules eat up all the resources which
can be provided by the MTFC-loop, another task, even if it loads a different set of
modules, will not have a chance to be performed simultaneously. On the other
hand, if two tasks are of intermediate difficulty, the relevant processing modules for
both tasks may be supplied with sufficient activation. In this case, interference
occurs because the overall energizing capacity of the system is insufficient.

9. Further psychophysiological evidence for the functional significance of slow wave
patterns

Further evidence for the functional interpretation of slow waves comes from
another set of studies which were run in our laboratory with a somewhat ditferent
intention in mind. The objective was not just to study the functional topography of
the cortex of intact brains. Rather, we wanted to know, if slow waves are also a
tool to disclose processes of functional reorganization in subjects who suffer from
peripheral blindness.

The functional organization of both sensory and motor maps can change
substantially if the adequate afferent or efferent pathways are inactivated. This
capacity for reorganization is not just a temporary but rather an enduring charac-
teristic of the nervous system. It can be observed during early development but also
during adulthood (Chino et al., 1992; Flor et al., 1995; Kaas, 1991; Pons et al.,
1991). Different lines of research — anatomy and electrophysiology of sensory
deprived animals, PET and EEG studies with blind human subjects — suggest that
the occipital cortex of subjects with peripheral blindness is not atrophic but rather
electrically active (Phelps et al., 1981; Uhl et al., 1993; Wanet-Defalque et al., 1988).
In a couple of studies we investigated whether this electrical activity is related to
specific, non-visual aspects of information processing.

In a first study we tested whether the occipital cortex of blind subjects partici-
pates in the encoding of tactile stimuli and/or in the transformation of haptic
representations (Rosler et al., 1993b). Slow wave patterns were evoked by a haptic
version of the mental rotation task. As already mentioned, in sighted subjects a
haptic mental rotation task evokes a pattern of slow wave activity which is very
similar to that observed with visual versions of the task. In particular, the mental
rotation effect, i.c. an increase of the negative amplitude with increasing rotational
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angle, has its maximum over the parietal cortex. The same maximum of the
rotation effect at Pz was also found in congenitally blind and adventitiously blind
subjects, however, the rotation effect extended more towards occipital regions in the
blind than in the sighted subjects. Moreover, the overall topography of the slow
wave pattern which prevailed during the haptic mental rotation task differed for
sighted and for blind subjects. While the tactile stimuli were encoded, the blind
showed a pronounced occipital and the sighted a pronounced frontal activation (see
Fig. 1 of this paper and for a replication and extension of these findings, Réder et
al. (1997)). Since the task-specific amplitude increment of a negative slow wave,
which can be understood as a manifestation of the process of mental rotation
proper, extended towards the occipital cortex in the blind, it was speculated, that
the occipital cortex of blind subjects might be involved in specific aspects of
information processing, e.g. tactile discrimination and/or haptic image transforma-
tion.

With respect to the current topic of slow waves as indicators of ‘mental resources’
the question arises, if the slow wave effects observed over the occipital cortex of
blind subjects are ‘computational’ or ‘energizing’ in nature. We pursued this
question with a second study in which slow wave patterns were recorded in blind
and sighted subjects in an auditory and in a somatosensory oddball task. The
oddball task was constructed in a manner to record both the well known stimulus
locked ERPs and the longer lasting task accompanying slow negative waves (Roder
et al., 1996). This allowed us to test if the occipital negativity in blind subjects
appears only in somatosensory or also in auditory information processing tasks,
and moreover, it allowed us to test if the occipital negativity is evoked by a simple
sensory discrimination task. Sensory discrimination is a less ‘cognitive loaded’ task
than image transformation, or, in the terminology of Kosslyn, it involves primarily
‘low level’ processing modules while mental rotation involves to a large extent ‘high
level” processing modules (Kosslyn & Koenig, 1992).

A simple oddball task with three stimuli — a rare target, a rare background, and
a frequent background stimulus — was realized in the somatosensory and in the
auditory modality. The overall a priori probability of these stimuli was 0.15, 0.15,
and 0.70, respectively, in each condition. In the auditory oddball task stimuli had
to be discriminated with respect to their pitch, in the somatosensory oddball task
stimuli varied in their tilt on a tactile display.

Eighteen sighted and 18 blind subjects were tested, but due to artifacts in some
subjects only the data of 12 sighted and 12 blind were available for analysis. Mean
age and the ratio of male and female subjects was the same in both groups. There
were seven congenitally and five adventitiously blind subjects, with blindness
prevailing for at least 5 years (average, 9.6 years) in the latter.

This study revealed that the long-standing occipital negativity in blind subjects is
not modality specific. Both the auditory and the somatosensory discrimination
tasks evoked it. The negativity observed with tactile stimuli proved also not as
specific for processing of mental images, as observed in the mental rotation study.
Rather, the negativity appeared in a ‘low-level’ discrimination task as well.
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The oddball task as realized in our study allowed the extraction of two types of
P300 effects from the data (Fig. 10). Subtracting the potential of the frequent
background from that evoked by the rare background provides, as a net effect,
amplitude changes which are due to the rareness of one of the background stimuli.
The difference computed between the (rare) target and the rare background, on the
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Fig. 10. The relevance effect of the odd-ball P300 (negativity upward). Shown are the difference
potentials obtained by subtracting the potential of the rare background from the potential of the rare
target stimulus. In both modalities blind subjects have a smaller positive amplitude over occipital areas
than sighted subjects (left: auditory stimuli; right: somatosensory stimuli).
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other hand, reflects the task relevance effect. As summarized by Johnson (1986) and
Johnson (1988), both variables, probability and task relevance, bear a substantial
influence on the P300 amplitude.

The difference potentials revealed that the P300 complex had a less pronounced
expression over the occipital cortex in the blind than in the sighted subjects. This
held for both modalities; it was first the task relevant stimuli that evoked a smaller
positivity over the occipital cortex in the blind relative to the sighted.

Therefore, we find an increase in a slow negative potential over the occipital cortex
of blind subjects and a decrease of a slow positive potential. Integrating these
findings with the neurophysiological hypotheses about the functional significance of
positive and negative slow waves in the ERP provides a consistent picture of the
functional implications of the electrical effects observed over the occipital cortex of
blind subjects. On the one hand the data suggest that the occipital cortex of blind
subjects iIs always coactivated when other brain areas are put into a state of higher
activation. This coactivation is related to the difficulty of a processing act, or, in
other words, to the amount of effort invested in this processing act. On the other
hand, the P300 data suggest that a deactivation or inhibition of cortical cell
assemblies is less pronounced over occipital areas. This picture fits nicely with
neuroanaotomical and neurophysiological findings collected in visually deprived
animals. Electrophysiological (Singer & Tretter, 1976), neurochemical (Jones, 1993),
and morphological (Sherman & Spear, 1982) findings suggest that a reduced
efficiency of inhibitory mechanisms is a general consequence of lacking coherent
(systematic) activation by specific afferents (which originate in the relay nuclei and
enter the cortical plate mainly in layer IV). In contrast, the unspecific thalamo-cor-
tical activation system does not seem to be affected by visual deprivation (Singer &
Tretter, 1976). Berman (1991) found an increased number of projections from the
unspecific intralaminar group of the thalamus to the visual cortex in visually
deprived cats compared to control animals,

Considering these findings it is unlikely that the idle visual cortex of blind
subjects serves any specific function related to auditory or somatosensory informa-
tion processing. Rather, it is much more likely that the occipital cortex is unspecifi-
cally coactivated whenever the subject is engaged in attention demanding tasks and
when the unspecific thalamic activation system increases the activity level in the
task-relevant and modality-specific projection areas.

With respect to the theory of cognitive resources these findings give further
support to the outlined model which-claims that slow negative waves reflect the
activation level of cortical cell assemblies due to unspecific ‘energizing’ input. The
effects are, of course, related to the computational activities going on within these
modules; they, however, do not reflect the computational activities as such. These
might be reflected by the more phasic ERP components which have a short latency
and a limited temporal extension or, respectively, by means of short-lived oscilla-
tory phenomena recorded over restricted cortical areas (Bullock and Achimowicz,
1994).
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